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Abstract

Automatic Tamil Text Summarization is one of the hard tasks while processing the Natural
Language Processing. In general two methods are existing for text summarization, one is extractive
summarization and the other method is abstractive summarization. The main problem with the
existing summarizer is that the grammatical readability of the text is questionable. Secondly, most
of the existing neural network-based models generate a trivial summary. Therefore, a new
alternative approach is required to solve this problem. In this work, an attempt is made to design
and develop an abstractive summarizer using a Generative Adversarial Network. The nouns, verbs
are extracted and the term frequency, inverse document frequency is taken from the training and
testing documents by using python NLTK POS taggers. This input is given to the Generative
Adversarial Network machine to generate and discriminate the next word in the sequence given
the previous word. Which selects the most essential information from the given system. After that,
the final sequence of summarized text is generated which captures the essential information from
the original text. At first, the system uses the Tamil daily newspaper Dailythanthi dataset collected
from the newspaper data for both training and testing. The standard measures like, precision, recall,
and F1-measure are presented.

Keywords: Natural Language Processing, Tami text, Summarization, Generative Adversarial
Network, Abstractive Summarization, Precision, Recall, F1-measure.
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1. Introduction

Text summarization is one of the essential tasks in many Natural Language Processing,
Information Retrieval, and Recommendation Systems. In general, there are two methodologies
available for text summarization. The first is extractive summarization and the Second method is
abstractive summarization. Extractive summarization gets only the important sentences from the
given set of sentences. Alternatively, in the case of abstractive summarization, it generates the set
of main text ideas from the given set of input. The latter method is difficult compared to the first
one.

There are several methods are available for Tamil text summarization. One of the important
methods known as the seq2seq model generally uses the principle of maximum likelihood
estimation (MLE) technique. It undergoes revelation bias during the interpretation phase. In this
discrepancies between teaching and reasoning occur cumulatively with the order and become more
pronounced as the extent of the arrangement increases. Therefore, the consistency and readability
of the generated summaries remain inadequate, especially when the seq2seq model is applied
directly to long articles.

It is proved that GAN-based summarization system design gives good summarization for the
English language. So, a similar thing can be an application for the Tamil language also. Therefore,
in this work, an attempt is made to summarize the documents using GAN Network for Tamil
language text. The output of the summarization is also good compared to the regular MLE-based
methods.

In this paper, Section 2 reviews the literature, Section 3 describes basic system design methods.
Section 5 provides an overview experimental setup in section, 6 which explains the result and
discussion. Section 7 Conclusion about the interpretation of the paper.

2. Background Literature

The Tamil text summarization has an important tool for different Natural Language
Processing and Information Retrieval and Recommendations. A vast amount of work has been
carried out to summarization the text worldwide by considering its importance using different
algorithms and modern tools. This section deliberates works related to text summarization systems
development.

1. Thevatheepan Priyadharsan and Sagara Sumathipala 2019[1] summarized the Tamil text
for Tamil online sports news using the NLP method. The text summarization is carried out
with six sub-processes and the accuracy F-measure of this text summarization system is
76.6% which is higher than the existing approach for the Tamil text summarization.

2. Rupal Bhargava and et al., in 2020[2] attempted to summarize the text using paraphrase
detection. This algorithm is used to reduce text verbosity by removing duplicate
paraphrases. This approach is proposed in this article for abstract text summarization,

which uses a Generative Adversarial Network to perform multilingual text summarization.



Syed Sabir Mohamed and Shanmuga Sundaram Hariharan in 2016[3] attempted to
summarize the Tamil text using the centroid approach. The paper follows on generating
summaries using a Centroid-based algorithm. The authors reported 82.59% of results in
one of their documents.

. Hao Xu and et al., in 2018[4] proposed a sequence GANs approach for long text
summarization using Generator with double-attention, Discriminator with triple RNNs,
and Policy gradient for training GAN. The model is still a supervised learning one relying
on high-quality training datasets which is scarce.

. Apurva D.Dhawale and et al., in 2020[5] reviewed the advancing era of text summarization
in Indian and foreign languages using the NLP method. Work can be divided into
monolingual, bilingual, monolingual, and multilingual summaries.

. Ms. P. Mahalakshmi and et al., in 2021[6] tried a cross-language Multi-Document
summary model using machine learning technology. In determining the summary score
associated with the F measurement, the predicted NBC method resulted in a higher F
measurement of 91.64%, while the CTLC methodology achieved an average F
measurement of 86%.

Siddhartha Banerjee and et al., in 2015[7] A MultiDocument abstract summary proposed
using ILP-based MultiSentence compression. This includes statement clustering and
summary sentence generation. Experimental results from the 2004 and 2005 DUC datasets
show that the proposed approach outperforms all baselines and the latest extract
summaries.

. Yenliang Chen and et al., in 2021[8] have developed a template approach for summarizing
restaurant reviews using the TextRank algorithm. This way, users can quickly get positive

and negative opinions about all the important aspects of the restaurant.



3. System Design
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Figure-1 Adversarial Text Summarization Framework

The general text summary block diagram is shown in Figure 1. The input data is a text string of n
words X = {x1, x2... xn}, where xi is a word. For the X source, Y = {yl, y2... ym} is called the
summary of the underlying truth and Y' = {yl', y2’... Y'm'} is the automatically generated
summary.

Generator with Double-Attention

As shown in Figure 2, the generator, abbreviated as G, is a model of an encoder-decoder
for sequence conversion. The goal of G is to generate a summary Y~ of a particular text x
formalized as Yi'G (Y'1: 1 1 | X1: n). Where Y'1: 1 is one of the steps. Partial
summarization means generated and me. To find useful parts of the source code, we
introduced the attention mechanism IARNN-WORD in X to solve the attention switching
problem. Instead of using plain text words for your encoder, consider presenting the words
to your encoder as follows:

aj— o(rtTlVI,-kx,-) (1)
)?,-=a,- * X (2)

Where Mik is an attention matrix that turns the representation of the source text rt into a space
consisting of words. Here we redefine a conditional probability for G as follows:



Gy |Y17:i-1, X) = a(yi’-1, si, ci) (3)

Where si is the hidden state unit in the decoder and ci is the context vector in step i. For the standard
GRU decoder, the latent state si is a function of the state of the previous step si - 1, of the output
of the previous step y’i - 1, and of the ith context vector:

si=f(si-1, yi’-1, i) (4)

To generate the ith word of the summary, G uses all of X's input, and the decoder recovers
each word to which a unique context vector corresponds. The context vector is defined as
follows:

=21 Bijhj (5)
The weight B is defined as follows:

exp|e;j]
Yr=1explex] (6)

Bij = —exp(eij)

Where eij = a(sij, hi) is called the alignment model, which evaluates the goodness of fit from the jth
word of the text and the ith word of the summary. This is the traditional attention mechanism used on
the . decoder
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Figure-2 The Seq2Seq Generator Network

Discriminator with Triple RNNs

Distinguishing D is used to distinguish the generated summary from the actual summary
as much as possible. This is a typical problem of binary classification. Previous studies have shown
that RNNs are suitable for word processing tasks, especially long texts, such as object selection
and classification. Therefore, we use RNNs as the basic module of the identifier architecture. Train
the discriminator using the mini-batch method to avoid folding mode. Here we use the human
message (X, Y) as a positive example and the scanned message (X, Y) as a negative example. Here
Y

G (¢ | X). At the start, we use the same batch size to randomly load (Xi, Y1) and (Xi, Y1)
into the discriminator. For each pair of text summaries passed to the RNN, Hcontent is the hidden
state vector of the source text and H Résumé is the hidden state vector of the summary. These two
RNNSs for feature extraction shared parameters. Then, pairs of abstract feature vectors H = [(Hc 0,
Hs 0), (He 1, Hs 1), ..., (Hc k, Hs k)] are fed into the third, active RNN. as a binary classifier. The
last layer is a softmax layer for the probability (X, Y) coming from the underlying truth data, i.e.
D(X, Y). The optimization goal of D is to minimize the cross-entropy loss for binary classification.
Policy Gradient for Training GAN

The adversarial summarization framework aims to encourage the generator to generate
summaries that make it the discriminator difficult to distinguish them from real ones. So, the
ultimate goal function of training is:



mGinmng[D,G] = E(x,y) ~Pr(X,Y)[logD(X,Y)] + EX Y) ~
Pg(X,Y)[1logD(X,Y )] (7)

Where Pr(X, Y) is a human sampled text pair and Pg(X, Y) is that of the generator, Y ~ G (¢ | X).
That is, G tries to produce a high-quality summary to fool D, while D tries to distinguish between
the generated summary and the underlying truth.

0"best = arg ZA con best Reward(Si,Yi) (8)

RL Strategy can evaluate every possible action in any state given the environmental feedback of
the reward and find the action to maximize the expected reward E (i yi€On Part Reward (si, yi),
Om). On this basis, we assume that the generated summary is rewarded with the actual summary by
D, denoted R(X, Y). We express the parameters as part of the encoder-decoder by 0, then our
objective function is expressed by maximizing the expected reward of the generated summary
based on the RL:

hest = argmg* E (R(X,Y"))
=arg mg* X,2,, PO(X,Y)R(X,Y) (9)
=arg mg* Z,P(X)%,, (Y'|X)R(X,Y")

Where PO (X, Y") represents the probability of some text summaries (X, Y') under the parameter
0. We redefine the right-hand side of equation (9) to be JO, which is the expected reward when G
gets the optimal parameter. The probability distribution of each pair of key documents (Xi, Y1)
can be considered as uniformly distributed:

Jo = Zx P(X)Xy, PO(Y'|X)R(X,Y")
~oYh,  ROXLYQ) (10)
Whose Gradient w.r.t is:

Vig = Z,P(X)X,, R(X,Y)VPo(Y'|X)

= ZP(X)Zy, R(X, Y')Po (Y] X) ‘;"?;ﬂi?

=Z,P(X)Z,,R(X,Y")VPy(Y'|X)Vlog PO(Y'|X)
~=YL, RX,Y)VlogPO(Y'|X)  (11)
The Gradient approximation is used to update 8, where a denotes learning — rate:
i1 = 0"+ aVJy; (12)

As a result, the key to gradient optimization is to calculate the probability of the generated
summaries. As the model parameters are updated, the model gradually improves summarization
and reduces losses. Expected rewards can be estimated by sampling. In the training process,



weakening on one side leads to a break in the fight, the problem of fashion collapse. So I took over
the Monte Carlo search, recorded a partial decode, calculated the average of all possible rewards,
and added it to the subsequent sequence. More precisely, if t = n, the decrypting result is only a
partial result and the reward is R (X1, Y'1: 1). Based on the gradient of the policy, the discriminator
on the other side tells the generator to generate a summary similar to the ground truth. Ideally, the
dispersal of the produced summaries and the distribution of the actual summaries completely
overlap.

4. Experimental Setup

The dataset used for Summarization is received from the Dailythanthi free open website. It is a
Dailythanthi News Dataset having 50 News Articles of fifteen different categories. This dataset
includes four different attributes, such as News Id, News summary, News Category, News Title,
and News. In this dataset the given dataset is given to the experimentation system and a
summarized abstract is received along with the title.

4.1 Experiment Setup

A python program is developed with the TensorFlow, Numpy, Scipy, Nltk, Cuda packages to
model the GAN model (TextGAN) to generate text summaries. This prototype works well for
state-of-the-art data in the database. In this program, it will be able to expect only the GAN model
alone. The system is configured to run in a standalone PC Environment.

The system is simulated and testing and the sample test results are presented as follows
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5. Results and Discussion

The performance of the Tamil text summarization arrangement can be appraised by using four
different standard metrics is Precision, Recall, Accuracy, and F1 measure. Precision dealings the
factualness of the summarizer system. Higher precision means fewer false positives, while a lower

precision means false positives.
Number of correct extracted text

Precision =
Total number of extracted text

Recall measures the completeness, or sensitivity, of a classifier. Higher recall means fewer false
negatives, while lower recall means more false negatives.

Number of correct extracted text

Precision =
Total number of annotated text

The correct classification instance measured by,

Number of correctly classified instances

Accuracy =
y Total Number of instances

A harmonic F1-measure is finding the mean of recall and precision

2 * Precision * Recall

F1—-M =
esure Precision + Recall

Table 1 Performance of Results Evaluation of GAN Summarizer Process

Precision Recall F1-Score Accuracy

92 90 90 91

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) was used as the automatic
evaluation method. The ROUGE dimension family, based on n-gram similarity, was first



introduced in 2003. Assume a set of reference summaries-reference summary sets (RSS) created
by annotators. The ROUGE-n score for the candidate summary is calculated as follows:

ROUGE-1 0.90

6. Conclusion

Tamil Text Summarization is one of the essential tasks in Text Information Retrieval and Natural
Language Processing. Developing and acquiring more accurate inferences for Text Summarization
is a challenging task. This paper proposes a GAN model for Tamil Text summarization. In this
algorithm, the summarization gives an accuracy is 94 percent which is comparatively good as
compared to the traditional summarizers.
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Abstract

Multisource Automatic Tamil Text Synthesis is one of the complex tasks in processing natural
language processing. In specific, abstractive summarization is hard to perform as compared to
extractive summarization. The main problem with the existing contents is that the grammatical
readability of the text is questionable. Secondly, most of the existing neural network-based
models generate a trivial summary. Therefore, a new alternative approach is necessary to
resolve this issue. In this work, an attempt is made to design and develop an abstractive
summarizer using Latent Semantic Analysis. The nouns, verbs are extracted and the term-
frequency, inverse document frequency are taken from the training and testing documents by
eliminating the stop words. This input is given to the Latent Semantic Analysis machine to
extract important features. This is done by multiple text sources and the redundancy
elimination is done. Once it is done again these topics are combined and a final summary is
generated. At first, the system uses the different daily newspapers on the same topic collected
from the newspaper data for both training and testing. Standard measurements like, accuracy,
recall, and F1-measure are calculated.
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1. Introduction

Text summarization is one of the essential tasks in many Natural Language Processing,
Information Retrieval, and Recommendation Systems. In general, there are two methodologies
available for text summarization. The first is extractive summarization and the Second method is
abstractive summarization. Extractive summarization gets only the important sentences from the
given set of sentences. Alternatively, in the case of abstractive summarization, it generates the set
of main text ideas from the given set of input. The latter method is difficult compared to the first
one.

There are several methods are available for Tamil text summarization. One of the important
methods known as the seq2seq model generally uses the principle of maximum likelihood
estimation (MLE) technique. It undergoes revelation bias during the interpretation phase. In this
discrepancies between teaching and reasoning occur cumulatively with the order and become more
pronounced as the extent of the arrangement increases. Therefore, the consistency and readability
of the generated summaries remain inadequate, especially when the seq2seq model is applied
directly to long articles.

In this work, an attempt is made to summarize the documents using LSA for Tamil language
text. The output of the summarization is also better compared to the regular MLE-based methods.
The main objective of this is to summarize the the documents from multiple-sources. However,
due certain practical reasons, limited dataset is taken for experimentation. It is collection of articles
from the web of different categories.

In this paper, Section 2 reviews the literature, Section 3 describes basic system design methods.
Section 4 provides an overview experimental setup in section, 5 which explains the result and
discussion. Section 6 Conclusion about the interpretation of the paper.

2. Background Literature

The Tamil text summarization has an important tool for different Natural Language Processing
and Information Retrieval and Recommendations. A vast amount of work has been carried out to
summarization the text worldwide by considering its importance using different algorithms and
modern tools. This section deliberates works related to text summarization systems development.

1. Thevatheepan Priyadharsan and Sagara Sumathipala 2019[1] summarized the Tamil text
for Tamil online sports news using the NLP method. The text summarization is carried out
with six sub-processes and the accuracy F-measure of this text summarization system is

76.6% which is higher than the existing approach for the Tamil text summarization.



2. Rupal Bhargava and et al., in 2020[2] attempted to summarize the text using paraphrase
detection. This algorithm is used to reduce text verbosity by removing duplicate
paraphrases. This approach is proposed in this article for abstract text summarization,
which uses a Generative Adversarial Network to perform multilingual text summarization.

3. Syed Sabir Mohamed and Shanmuga Sundaram Hariharan in 2016[3] attempted to
summarize the Tamil text using the centroid approach. The paper follows on generating
summaries using a Centroid-based algorithm. The authors reported 82.59% of results in
one of their documents.

4. Hao Xu and et al., in 2018[4] proposed a sequence GANs approach for long text
summarization using Generator with double-attention, Discriminator with triple RNNs,
and Policy gradient for training GAN. The model is still a supervised learning one relying
on high-quality training datasets which is scarce.

5. Apurva D.Dhawale and et al., in 2020[5] reviewed the advancing era of text summarization
in Indian and foreign languages using the NLP method. Work can be divided into
monolingual, bilingual, monolingual, and multilingual summaries.

6. Ms. P. Mahalakshmi and et al., in 2021[6] tried a cross-language Multi-Document
summary model using machine learning technology. In determining the summary score
associated with the F measurement, the predicted NBC method resulted in a higher F
measurement of 91.64%, while the CTLC methodology achieved an average F
measurement of 86%.

7. Siddhartha Banerjee and et al., in 2015[7] A MultiDocument abstract summary proposed
using ILP-based MultiSentence compression. This includes statement clustering and
summary sentence generation. Experimental results from the 2004 and 2005 DUC datasets
show that the proposed approach outperforms all baselines and the latest extract
summaries.

8. Yenliang Chen and et al., in 2021[8] have developed a template approach for summarizing
restaurant reviews using the TextRank algorithm. This way, users can quickly get positive

and negative opinions about all the important aspects of the restaurant.
3. System Design

In this design, the system is having documents, and terms are used for summarizing the document.
Initially, the Tamil text documents are collected from the articles of different newspapers and a
matrix is for with row-wise terms and column-wise documents. Matrix X with (i,j) describes with
the ith term with jth document representing the frequency of the term in the document.
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In the someway, the column matrix represents how one document represents the different terms.

T1,j

d; = | i,

[ Tm,j |

The dot product represents the correlation between two terms. The matrix product XXT contains
all these dot products and hence giving their correlation. Now, we perform the singular value
decomposition by decomposing the matrix X into U and V orthogonal matrices. This is
called Singular Matrix decomposition:

X=UzvT
The matrix products giving us the term and document correlations then become:

XX = (UzVT)UDVT)! = (UsvT) (VI STUT) = UsVIVELUT = USETUT
X'X = UV (Uzv?) = (v sTuT)Usv?) = veIuTusv? = vEl'sy?

Both products have the same non-zero eigenvalues, now the decomposition looks like this:
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The sigma value is called the singular value, and u; and v; are called the left and right singular
vectors. Matrix VT shows the strength of each word in a sentence or document. The use of this
matrix becomes apparent as the implementation progresses. The document vector d; is an
approximation in low dimensional space. This approximation is described as follows.

X =UpS VT

Algorithm
The algorithm for LSA consists of three major steps:

1.  Input matrix creation: By creating the matrix X as matrix representing the document and
term frequency as given in the above matrix.

ii.  Make Tf-IDF (Term Frequency-Inverse Document Frequency): the cell is filled in with
the tf-idf value of the word. A higher tf-IDF value means that the word is more frequent in
the sentence but less frequent in the whole document. The higher value indicates that the
word is much more representative for that sentence than others.

iii.  Singular Value decomposition (SVD): In this step, SVD is performed. It is representing
the Euclidean Vector representing the relationships between words and
documents/sentences. It is having the capacity to reduce errors and improve accuracy.

iv.  Sentence Selection: Using the results of SVD different algorithms are used to select
important sentences/words. Here we have used the Topic method to extract concepts and
sub-concepts from the SVD calculations and are called topics of the input document. These

topics can be sub-topics, and then the sentences are collected from the main topics.



v.  Generate Sentence : After considering these words/topics in to account a essential
generator ( Random Generator) used to generate the sentence by taking the words into

account.

4. Experimental Design

The dataset used for Summarization is received from the different Tamil News Papers of a free
open website. It is a having 120 News Articles of different categories. This dataset includes four
different attributes, such as News Id, News summary, News Category, News Title, and News. In
this dataset, the given dataset is given to the experimentation system and a summarized abstract is
received along with the title. As it is an unsupervised data structure there is no need for training.

4. 1 Experimental Setup

A python program is developed with the Numpy, Sklearn, Nltk packages to model the LSA model
to generate text summaries. This prototype works well for state-of-the-art data in the database. In
this program, it will be able to expect only the LSA model alone. The system is configured to run
in a standalone PC Environment.

5. Results and Discussion

The overall performance of the Tamil textual content summarization association may be appraised
via way of means of the usage of 4 distinctive trendy metrics is Precision, Recall, Accuracy, and
F1 measure. Precision dealings the factualness of the summarizer system. Higher precision way
fewer fake positives, whilst a decreased precision way fake positives.

o Number of correct extracted text
Precision =

Total number of extracted text

Recall measures the completeness, or sensitivity, of a classifier. Higher take into account manner
fewer fake negatives, even as decrease take into account manner extra fake negatives.

Number of correct extracted text

Precision =
Total number of annotated text

The correct classification instance measured by,

Number of correctly classified instances

Accuracy = -
y Total Number of instances

A harmonic F1-measure is finding the mean of recall and precision

2 * Precision * Recall

F1—-M =
esure Precision + Recall



Table 1 Performance of Results Evaluation of LSA Summarizer Process

Precision Recall F1-Score Accuracy
89 91 90 89

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) turned into used because of the
automated assessment method. The ROUGE measurement family, primarily based totally on n-
gram similarity, turned into first brought in 2003. Assume a hard and fast reference summaries-
reference precise sets (RSS) created with the aid of using annotators. The ROUGE-n rating for the
candidate precise is calculated as follows:

| ROUGE-1 0.89

6. Conclusion

Tamil Text Summarization is one of the essential tasks in Text Mining and Recommendation
systems. As it is a complex syntax and semantics it is hard to put into a structure and therefore
there are too many subjective inferences. This paper proposes an LSA model for Tamil Text
summarization. In this algorithm, the summarization gives an accuracy is 89 percent which is
comparatively better accuracy as compared to the traditional summarizers.
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Fmy: Qewmlellest (Artificial Intelligence) 2 MILILMT6ST &M (G MhISHaIWIWEL (Machine Learning) &([Hell&6iT
BLHS LSS TessT(B&6rT60 a1l FLMITg semailm @ HiLuwmer Qsuwevsenstl Lflhgl euGEmS). LL&enSL
UM SIH6d RBLLIDHEOMS &evorLmleugl Q MLMkS QMAGQUWILIL 6uen] LeOSTULLL
Fé&60merT GeUem6VEEN6TE QFENLUINE QFIg &ML i 6Teng) . 6Teoflenib RGrmIUlw GQomdlaseried
ROGEGWD siemallHGS 501 (WHW QMAS6TeL Siemeu HMLUL GUHIEGS606m60 . BSHHESL LIO
srevollaeT @EUUlEID ,  (PSETEMLWTENTSHTE  BHMLSET S([HIeugH GugiwmeT  sSienallhE
&1J6&EH6T0TMhIS(GTHLD, &M GmhsmILWeNenTisEHL  @evemed  6T6tTLIES ) @ &FLD6mLOWIMT6DT
B116)|&HETVTMBIGBEDI6N 2 (ThH6UTE (G 6UG| SI60I6UF G&&ﬂﬂugjm (collection), @& WemWLILIBSGIOUGID (cleaning),
slenLwremdBeugib/FHLenLulBsevID  (annotation/tagging) (PSESW LD GEUEDEVEHENET HLESEIIG) .
Sieuhenm 66oTM6OTLI60T 660TMMSHELD &Flev GBI EeM6stIsgIb QFIw GeuesoTguleTengl . @8 W(&Hs
Uettll&gremboWD, L6ToTIEQEevRID QUNHHS Lol . SHT6USsetoThis6T G6060Moe0 &(HellsEhHséES
sHMISSHeug) eeflseven. @uuemiluiled Q&S sreaeT , sl allésdlulipwr, eueneoliL&s6i
(PSS ET6TOTETTMHM 6UEM6VS SehiG6rleb GHHG CFafsalULL LIeIe0s6n6Ts Q5N G5, Llenip
BEM6NHS), BBV H&EH 6BSHeL6T (PBE&S B Hleneoulled Q&TeO@euMenL -2021 SI6UESH6ETIISHENS
L& FHGMMD. Gssf58 Lsniausvassnsns QgnLisems Uiflgg, UIm@umilé Qammae had @seueny
&6060r5 WaLGUflw QemM@MILY QEMEGLUenUL LOLES([HESICMMD. Fal Geu LulhmiailssiulL

smellwWlest 2 I Qundlenwwbd QeuerflwilBH Gmmid.

Abstract: Machine Learning, a subfield of Artificial Intelligence, has shown a substantial impact
on every field of technology. It has shown capabilities of solving complex tasks such as image
recognition to language translation. However when compared to European languages, the
machine learning models perform very badly at low resource languages like Tamil. There are
many factors that contribute to this, and we consider two specific Factors, scarcity of Tamil NLP
researchers and more importantly lack of datasets are the key issues. Creating annotated

datasets involves many tedious tasks such as data collection, cleaning, identification/tagging,
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and so on, that are burdensome and expensive. Modelling, training a machine learning model is
close to impossible without datasets. In this work, we compile news collected from numerous
resources such as newspaper websites, Tamil Wikipedia, blogs, etc, and release the dataset in
ready to use form. We processed the text and created a colossal phrase collection that we call
Cholloadai-2021. This is the largest collection of Tamil sentences to the best of our knowledge.

We release this dataset along with a trained model.

Keywords: Machine learning, Artificial Intelligence, Language Modelling, Tamil Corpus, Language Technology
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RBUSTD BIHMTESsTH euen] GLILIYSSHTET . SHI60METEFT FJ&8 6TedTUM(HD, Spev6dT (Biflr
eTeTLIM(HLD Sevotlevfluilensy e lemmwins Blipiallw UimGs @urglenwuilel®mhgl-allgienw all(ss!
Qurglen CrI&ESS SH(HwUlwg Sinflailwed . sevvflest er6ttn @GT &(Hallenwl (6tTMISEGEWMHUILL
L6LGeuMI LeTOTIBEm6Ts QEWWIM) Letoll&s(pipwld 6T6oTm  Hlemevemwl 6Tlipuig  &LHS
BIHMT6EToTIEE058M6dT. &evvfleviienw CoHemeus CGamu LetslléEs SieuhmIsE eetteor Q&IwGa6ssT(HLD
eT60TM) SIN6UMISS CeusTaT(BLD. SiILILIY SHINGUSSGID (PO m&en6T BHEOUHW Ufleysents Ulfléseomd .
&) Blgeonssib(Programming)  eT6dTLIS) Uetoll@erllett QEl(Wwenment &plhgl 661G 6vT6sT60T
QFIWG6U6TT(RLD, s  euflenguiled QFWLWEEIETITBLD 6T60TMI SLLEDETHEDET 6THSeIGLI
QUT(BHETTOWSSE (L (QUMT(HETLOWESMHBIGET &T6tT HlF60 6U(LP&EEHES S (Programming bugs) (P&MHESMTTETOTLD)
&6060M60L Q56rfleuns HTeonl 55816 &HeUS)I. &) LTMTE 66U 6T (H LetsiluiledT Q& W(penmEESLD
BI7eL HH&&M06, LMHET 6Tl SMHEGTMETETT SIS SHES QFeug QFWwmleun@Gl (Artificial
Intelligence). @&WWMlailed &evotlesllGWIT /SHaNGWT 6rliLly sMHEIMS), 6T6tTerT &HEIMG eT6iTLIEMSL
QUTMISGILI LI6V GI6DMEETT GHSHEBI6T SHLIBIGLD.

SI5l60 e6tTm) HesT sMHGRISHaIUilwed (Machine Learning). @engWlemns @LILIGSST60T

QFWWGeIETIT(HLD  6160TM)| &L LEDIEITEEDIET  6T(LOGITOGD , ereotesT  QFWIWGeU6tOT(HLD  6T60TLIEN S



aBSgIs&T.Bseflel(BHs UNPlHhoshsss Qaleug sH@hasmalulued . guuigl Uligleughasmes
I UmBIGene6T LsiTeriuilwe, sevofllgailuev erestm) LIsdGeum) &lemmaeled(hhHg @UMeDTLD.

13.1. [5T6UEME0

eemenuiled gm&EGemmw HMMIGSHMIe BIDLETD)ISEET 2 6T6M60T |, 626UCEUM(TH SHETIILD LHM
SpUTE&6TTTESM60T  Heon)SSCEMTH LetTeorU Ig(h&@GD . @UILigwinesT  LemeooTliLse &l L& L
BIoTWITEGsy. Sevsflesflulled erliLg eTeflemwwmesT QEWeEONSED Q&TETTTL  19MedTe & LF&6T
ueveomuily  erevotevollGemauiled CalmHg @UMmIGWLEUTE setollell allwssE QFwUELEn6TS
QEWSMBHT SILILIYGW 6T6eremOWITEST HIDLGTISGSET Sl LT kG CUGI COen6T ailwss S
Geuemeudsemend QFWEIMS)[12,3]. BUDHENSEWTE SHIEMWHS eLen6TWlEs QEFWENEOWILD SHEDLLIENLILLD
2 1h5)1560MGEC&TessT(H Q& WMleuml(Eh a6 UenLESS) &etT QFWmBIeueney (Artificial Neural Network)
S(HESNS Q&MU  (ANN) BHIeUem6D 6leoTUg QFLWMle Quss QameTenaulled eesTmmeoT
ol lUlWsSWSHeT  (connectionism)  QULWLILEBSESGID  (realization) (e m&efled eedTm) .
BIDUETD)IS&6/T(neurons)  65TEMMEILTESTN) Uleneoorbgl euemed GUTETD)  SiemwLlienl ShdhELWD
BIDUGTI&E6T SevllggeliCw Fmlw AUl QFWELSN6NE QFWSTEID Siened Fol LT
QR(BEISen6TTTHS| @G CUTS FlEs60 V)(GHE OFILIEL&EED6TE GIFUIW 6U606V6D.

Qswellevib &1, sievwUllID &fl, QFwWBTeauemeouilanI6ToT BIJLDLIGU0) |8 61T PHNeyions
eEm6TUiletT HIDUTDIGEENET QSSH06 HI6L60 . SHeowlil, CQFwed, Lulleyd allgb Weedlw Led
FaMISen6T QUTMISS QFWBTeIemeE6TaID LOLECM CUNESEHETTH . EUGQ6UTETI)IE)ID
BIDUGDIaN60T LIGSITL&ET Gleucu@aumi Siemaugerled eenemuilest BTN R&55TE RHSESLD
@51 BMID &MevoTIGUMEGLD BHIDLEEE)IG6u Ol&L01& 6T61T 61 LOWIMETT 6260TM)I.

B SMeTTTLIGUMGLD HIEUDEVE6T GenPWIlenQWINE HIEDLHE (HEGL . (H @enPuiled 6w
SIETD)IHEET R[HEHGLD. 26UQ6UM(IH BUIIEVIETET HIETIGEEET HHBSSI6TEN BN IPUWIIE([(HEEGD SHEMETTSHS)
SI609)|65C6M[HLD LemeooThS(B& @G . 616060ML1 LenetoTliLiS@EhD 6T 6UeSlemoU|6mLETT &16060
NemevorliLiseflett suellemwgemnst wMHMIUSHTEL , 6T SiemwliLenLw ifl Goum) HIEUEHEVSH6IT
QeueuBeum) LIETHT&Em6ME QFLIW 6DEUSS(PIQUILD [4,56,7,89]. (PS560 BEMIQ 2 6TTeIfL(B @6ml (input layer)
ereoTmID,  HeoLuilemly QeuelWiL(G @emlp (output layer)sTedTmid, @6OLUNEL GHEGL GEDIYS6IT
wenMWlenP&6T (hidden layers) 6T60TM)I SHEDIPSHELILIBLD . 6T6VEVT GEDIPSHEHLD @ TWeTail60m6sT
61650160011 660)8 U 60 &1650)I5&66m6ML QUDHMI([HEES GeUETITHLD 6T65TUSIEV6M6D . &MLLME PPESTH)] G &6
BHEGD CUEMEVEnE SPAI(HLD LILLD -3 G60 STesrevnd. (&0 Gemipuiled eedrm) SIETD)|HEEHLO |,
@T6ToTLMD @EmIPUileDd HTEET(E SHETDIGSEDHD , HeOL BenPuiled @T6ToH SHeunISSEHD BHLULMS
CrBéGa. 2 676t (5 Hrey 2 6erf lpemnipuiled QG TLREIE L6y Genipsenens sLbg Geusfluiligenipuilsd



aurhgl GaBWL GuTg sflwmest QeuelwiLne @mEs GeustorBL . SiliLly Geveneo@lenlsd &iflwimeot
QeueflWL Mm@, 6uemen &6uollsHs Qeusfuil i@ 26Tem @emLeuslenwl Nemp@west  (error)
&[G Ceurd. Ulemipenw LiesTGeoTM&SIL UMLES GempaEEhHsHE GenLuiled 2 6iTem  G6m6roTLiL|&emer
auILLBS5CaM, HeSleymGeum QFLGaMD. Uil Len@enwiLMLES) uemeens S(HESI6UST60 ,
Uetnilemipumil&sed mreuemev (backpropagation neural networks) [10,11] 6T6dTMI SI60IP&HSLILIBL. GLILIY
Hempumi&d)  euemeouilevieiterm UemeroTliLiGemen  MMHMIEUeDS &l(HSHISHE0 SI6L608)
vuiihmiefgged(training.  @EIS(BHS HIUeMeD 616N QFTLGGHEVEMD  Ulemumigs

HI6U65E06M WG (&M1& & LD.
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ULLb-3: pelemig HIeUeme0

BIEUEMED 2 6T6ITLITE 6T680Ta6TT 60T LILIpWlemevBW Q&meend . QeusfwLmaab eresoraerflest
ULIgwIBev eu(HLD. @LILILG 6TevoTa6 60T LILIgW6060 &630T1858160 sMal eeotm) Q&meveur. smallemuwls umm)
afleunid UlestGeor eu(BEIME . @hIGs &eueoilés GeuesoTiowig) PG GIE0)ISEET 2 61T6M @hE 61660
ELP6EBTM)| 6TETOTS(ETHETTEN SMailenl 2 I QEM6IT(EHLD . PLIEITM) ET63T&6IT 6T6dTMMeV, (PLILIflMeT Geueriuiléd
(three dimensional space) 26fTerm JGHT (H UeTeflemwsd GM&EGWL . £18% Gumey Geuefleu(mw
@muilonens srailasT @muflome Geusfuiled 26Tem LeTaflasnetd GU&GWL . @emLullevieTer
REDPEEHEGL BENG QUTMISSHI LUMTSESHTED , BIeuened @ Qeuerflulled 2 6ftem Lsiterflaemen
QeucuCeum) GeuerlasEhHEEGE &LESISIMG . Ulemipenwill UMLESeus 60 ppeod Bhs SLESHED HLEGLD
UM605&H60)61T &LL6DILWLILIENS 2 650TI60MLD.

SHemwlemnUll QUTMISS HIEUEDEVEEN6T @I6TOTLNE LIGSHSE0MD . (PETTEDMLL  HIEUEH6D
(Feedforward neural network), LII63TERTL L BI6UEM6D (recurrent neural network) [12,13]. (W6TeRTLL 6ueme0Uil6d
LDEBIL&SEIT (Ioop) JGILO16060MEDWITED SEeU6d /2 66l (B 8T Slenguilsd Gemipaeriett 26T s 6(HLPeOM
sedt Lwesoll&ELw. Uestenm L eusmeouil@eor wenLuilesr glemevotiimed 2 66 GemigasrietT 2arl me

LI6O(W6emMm Lwetolléss sa (. @uestewmdl allemesmwimLiigefley LesTenm L mreuenevserlest Limi@



(PE&EHWSGIeULD euMiHSE). 8T 6Uem6D, (H QSMTLIFEL 2 6Tem QETMHEENEIT (6UGEUTETMTS 2 6TeUMhIE)
QgmLiflest QuUBemeT SIMIWD . Ulestenm'L mreuemeouiledT WemLLILIGTOTL (P6dTeUhS Q&FTMHEEm6IT

Blemeoall6d Q& MessT(B 6181 6U(HLD QFTHEEnET CHMT&HS Ul QFWEMS).

2. QUILG(ETHLD (P60 &(ETHLD

@uett@mlwmetens Ulflallsd Q&mesteorg Gumeoll L6y  allemesTwmlLigeneT LHlL
UMISGSMD.  SIEOLWMENEG6NLL  &I6USS6I0hIGn6T 2 (HeuTd@Geagl ereflgmer  &riluoeveo
SHEOBWITED (PHEL LIQUIMTE SHEDLIWMEMLD 6J5I18l6060MD6d QFIWSESnIgUl el6en6TTUIMLLLD 60TenME

QEWECMMD. QUoMAQWMILTESLD.

21 QumAQuriy

QB Ga6all. &Mligeb LeSl ____ &1956815 SletTmg). all BULL Q&T60 6T65T60T? HLD LDETTEHI6D (P&65160
BaMesTmIL QFMEL DMEMETT. FlEV([HEHE SpHLevIL, (G&enTenW 61601 QFTMH&EHLD CSHTESTMEOMD. LOM65T
W&ellw  afleomi@aensT Lel s eSlw alleomk G&6T $119858186 QET6TEHD 6165TN 2 6v6ema&LILIMHN)IW
sinley @WUUleDIb  MedT 6T6dTM) GHTETMIOE  LMenEsT  6T60TM| CHMTETMESTIETOID ,  SLBlle0
RUILYSST6ST QETHRMTLIT SIEMLOWILD 6T65TM) HLOSE6TTET QLOMIIWLIM(EHEmLD.

LABS  ewemer erliuly GQomdlenwll UflhghQsnsTdlmg) ereTUemng @esTenilb BWSSME
BLBIO&MLT06L SHIMISWILBE QETeLeusnHEIcL6m6D . BEITEnID Splalled 2 66 LI6OD ST6tT i)
eTeollenib @S1eS(HHS) @eoTenm 2 LSSHIWEVND . &HM] HIEMWHEE QFTHSET (L6S), &11968), Sl6sTms)
IBULLE Q&0 (LDMEBIEDT) 6T6OTETTEUNS E(HEBSEVITLD 6T60TM) S6ToTLMIW 2. &6 EImg) . BE8s Cangemet
GaumI&Fl Q&FLGeUMDOMETTTEL, LIS MenesT H196g . @UCUNS) allGULLE Q&T6L 6T60T60T 6T60TM)
GaLLTeL Q&MeTmE), &60TME) 61601 Q&FTMHEET CHMETMEOMD. GLILIYG 6(H QEFTHRMTLFEL G(H&HEWD
Qemmaenet G&MessiB elfULL Q&FTHEen6Ts SetollEasOslousg QLMAQWTIUTESD eestIu@L .
yeireflullwed,  smHGEs@mIlWlwWE FRILUKRIGmeTS &TessB QumAluilesr FamisenerT

&600TlQUIMILITE G 6UGS &6voll-@QMYl-QuIMiILNESLD (computational language model).

211 e1-&lm)6uLd

GMHQ&TEoTE0T  Llg (P6STEU(HLD QFTN&EED6ENE Q&Mesol(h QSMLIHE (B C&FT60601608
&etollS&He0letT QuUWF , er-dlmieu  QLMAQWIIUTSESD. (PeiTeUBL QFTHSHETE HienetTSSI&F
QEFMHHEMEMULD H([HEHH 60 QHMeToIB SIBHFH CFTLeMEVE H6vollEEB6U6TaT(BLD 6T6dTMIe06MmED . (L6,
LDTEM6TT, HI9581) 6T63T PLPESTMI QEFTMHSHEDIENE Q& T63T(H H65(15&M60 4-SlMIeULD 6T60TEOSTETE. (LOMETEDT

S11958)) 61631 BT6TI(B QEFMMHEEM6T LB H([HSE60 C&TesT(B H630ll&HSM60  3-&lMIauULD 6TEBTSEOSHT6TE.



B T5ESH6M6TTE QEFMMHEHEN6NTE &H630TES60 Q& METSEGMTGLLT HI6]mSLI QUIMM)ISES) 6T-&lM|6ULD ET60TE0MLD.

&SLig6 yedl Lo

3-&l micurhiger yabl wlen | | =1q5g16
wirter | |2i95815| | Qareamg:

3-Ber gmemyd >

& _ig & yad Lomeer SNy gs | | Qsmempg

2-Ber gmemyd i

2 - Speuriisar &1L iq.ed el ot | | 2iqss16
e wrter || 2iq555 | |Qsrams,

UL Lb-4: Sl MI6umhIG&6em 6N 6TLILIY 6(H QEMMHQ@MMLIF60 @(HHE LIELSE&E0TLD 6T60TLIS6IT 6(H
2 5. LevBauMm) HEMMaIQ&METETL FMenrrhige QamH@mMLfle 155 6L lg, FTETTSE 65|61

SILMHI(GLD QFTMHS6IT &l mIeunhiS6enT@GLb.

212. neflw-&mieuid 4

T-&MIUSSL (PeTEUBL QEMMHEEN6T SISTEUG Q(H QEFTHQMMLIflET (P6iTLIGSHemWws
Q&MesoI( Wlev s &6tollE8HMD. 6T(B.&M. L6 LoMenent $ilgsg) &l6tTmg) er6ttm QEMH@MTLIF6L 2 6fTerm
SI606015,8) B ([HEMIEUMEISEM6TL LD (2-&M)ICUMEIS6T) QGTEGSSTEL [LI6S) LDMEM6DT, LDMEN6TT 9S8, Sil9ss)
SlesTmgll 6T65TLI6TT. [LI6S) SilgI] 6T6sTLS HIFQETMHEMML(HEETEDT G (HEIMIeUOIEL6mI60 . 6]C16DT60T60
QaMLIES SImIhg CUTSME . srallw-smieusslGeom  (eiTeu(B QFMH&ET Q&TLIAWTS
B (H&ECeueTTT(BL eTeoTmleveney . Smallw-Slmieud (skip-gram) eT6sTUS) 6T-&lMIeusSl6tT (QUTGIEmLOLI
UBSS W, generalization) HLE. &-graflw-er-Emiauld T6aTMTEL 6T -6T6voT60N EemaL6Ten Slmieurhigeried
815601 2MIILEET QEMTHROMMLIf6D &-§MIEE 60 GBEHESLD 6T6erTSQBTEE. 6T6oTE6 L6 Sl9&gi] 6T60TLIS)
QemH@mMLfletT 1-5railw -2-&mieurserfled 6et)!.

SmieurhiseneT HILL (H QFTHQMTLIfl6 g Ha(HD FMENTSHmMS Ll FMEMISSH DI eu(HLD
2 (HLILYEEN6T (QFTMHEEM6T) SMICUBIEETTS QETETETEVND. FTETTSSH 60T e @resorLmil GbLILebr
RmEmeud SenLéGL , eweimml @GUL6ST epdmieud SeoLsGw . @Uuly & -Srallw-6r-
smieurisenet, GFsf5Hs L) eucva&6rTed BHHE ST, BHIEUneVES, 6T(BSSISST BE6MTS 26T 195

&M6tT H6vofl QWIMLI6tL Q&S GMITLD.

2.2. &6vsfl QUMY &6TT
Quflw sLLAEIGNNS &L QFTLAIGL (WP6dTL STTH6T SIL6nLSET Q&MesorB SLLL

Sienlenull HPlw euigailed $158 /Gunell umeuenesoTd: QFeugl SLLLL QUIMIWLTETH6T 6ulpSHaLD .



@Uulg siemalleyid euigallenid LLEW HMlwGTesT UTeuenessE QFwWW GeustaTB eTedTmlevemned
QEWeINeYID B(H&&EEND. Gunensuilsst Leo MHspeyssT HlEs6d WlGHe ene , eeflenwwns LFng
Q&EMeTeNS5&560T  &i6ve0. @UiLl Gumenasuiletr Hlapeus6rlsetT GUIEOLEEN6TS &Ie0eAWDTS

SHUHSHIW (PlWng @LEG6T6L CHMIMUMONEaNS SINlW 2ga|b (Penm LUUMSSWD  (modelling).

@UUNESLD &6v0fl60lull6sT &160)650TCIE METT(H 6U19&E&LILILLTEL &) &6vofl@UIMLIL|(computational model).

auflena Q&m6d hl&Lp suflens Q&Fm6d hl&Lp
6T600T @\6u6soT 6T600T @ 66T
1 @LILguimeoT 1 1 P& 2
2 JMEGH60M 1 2 @LIulguImesT 1
3 UILIG6m6T 1 3 JM&G6mM 1
4 s GRIsHalwlwed 1 4 QUILIGEDI6IT 1
5 [BIG00)| & MHIEED 6T 1 5 &M GRISmalwlwed 1
6 umnwGs. 1 6 [ ET0)| &I G606 1
7 WWeEs 2 7 unMwEs. 1
8 QU ILSMSTEsT 1 8 QU ILSMHSTEsT 1
(&) (©p)

SHLL6U6DI600T-1: O FT60606DL6) 6T(Hh5 SIS ML (B.

sHGRsmAIUILD gleom gné&GmMW  (PWES (WWES @UUIQWITET  6LILISED6T
aulpILIGM&M6TT HILLmIGem6 UHNWES. &15l6b Qomglwmilel& @ (W&EWLDTETT 65TMI Q&THMTeUL
(@&m60-gMeueb, word-embedding). &600TlQWIMLILIEET 2 Q& TET(EHLD 6UenSUIIEHL QIFTMHEENEIT 6T630TH6MTTE
wIHMIeUSI B1& Sieudlwiid.

&) ereflemwownest &HBHBeueme6 &M ggILMHM (WeoMUIEL QEFTMHEEMEIT 6T6voT6ToTTE G Ul |,
BHEHGL QFTMHEHETENTTSHMSHWILD (H LLpweons (@ismeuflengll LSS @Q&Tevau(m auiflengemwl
SHEFQFM6V6V)6DT 6T630T GUIYAUMTHS Q&M6TemeVTD . @ULSSHUN6T (&L euflwWled RHEEGL QFTHEEm6NT
LLEWL Q5MGS5ST6L HeMLEGL Q&FTEV6VEmLEMEU (Vocabulary) &1L LEUEH6TIT-1-E6D STETTTEVMD.. (P(L&ES
61651 Q&ML LB @I6soT® (Wemm 6UHS(HLILGI &6eUetTESS 565 . QFTHHEN6T SiSTeUFlensL
U5 metT auflemnsliL(s BeustoT(BLD 6T6sTNELED, HIEMEU 6155H6M6T (PemM 6U(hHEledTmenT /Hl&P&letTmenT
6T60TLIEmS L1 QUIMTMISEILD @ (HEBSEVMLD.

&) BESTQEOT(H (e m &Meil&6Ts IMHMIeUS). &6l (vector) 6T6dTLIS) 621 6T6TSTEUOTTE GEVEVTLOCD
erevoTaseifletT UL IgWeonas LnhHmieug). @riGas L pweSlstT Hensensd srallullet LfomeoTd eTeors & T6iTs.

snail Lev LflesThI&EHenLWG. TB.&M: [0 0] @BUilioneT &reafl, [3 2 4] eteotug) (WUUflomest &reail,



@Uulg BIMI &i6060g SpWITD eTeoTll Lew  &iemeysereonsst  &mail&enst LWeTUBSS IS
sHEGRsmHAUWeN6d euMpsbenswnesT 66stm . [0 1, [1 0] et &Mell&sT @resoiBw
RGBUFOTETT(EDLUIG| 6TEOTMTEVID, GI6STIOEID 0-2 1D, 1-2.1D HT6dT eUIBSEIMS) TOTMIEVID , @I6sor(BLd
QeucuCeum &MeNE6T eT6iTLNSSE &H([HSHSH60 Q&M6iTE . 6T6001&6MM60T WSIILWD , &ien6el G(HSHEGLWD
RLMBISEHL (P&HE WSSI6ULD UMLHSEM6U 6T65TLIERS UL 650TII&.

ererflemowinest euiflens  eresoremesor ellBSg T6MHEG @UUigll  LeoUFlmesTd &railenul
LweTU(ESS GeustorBd eT6dTm G&6iTail eT(peug) @uedl . srailaeT Leo uflioneTmhgefled eubHeTeID ,
Qemmaenensd smallaenms LMHMILEUTE e6LeMEQETHEEHD Q8T &ienailevres snallssneTs
QamesoT(B& 60T GMIS&EILEL . CeucuGaum QEFTHE6eNEGMISs GQeucuGaum) &MallasT GEHSGW |
SIBTaUG| QeUCEUN([H Q&ML BT Siealleomsst LFlLTETHOSTEITTL STallaenensd C&mesor (B
GM&SL QUHMTEYILD, &Ml G6IT 2 6116 61630161 63T SILIL QFTHEen6T GaumILBSSH &S BW. Ll
sneilserlesr &iemea Hlenmeownensns @HLUUSeT smgsh , QumoluilesT Silaib GUlliuns slp
Gumettm L BHlemev GmPluilesT QEmevevemLEem6l euflens@uesst Qamesor® &MWL CUTg) eu(HLD
HéaenILetT UUIBL GuTg QeulL QeuslFSFAGLD . H160TTeL sMallseneT Sisrealflens Q&mesorGLT,
Blap@euessr auflens Q&MetoT@LT HILME 6(H SMallenw QH QFTNIGE CETBES (PIQWTS)
QETELEVIBSTETT  SallEemensd &eoorLmlu GeuesotB . SMallEeneT Hreuemneouilest 6F 2 m|LILIm
Si10S&ZIILLTE, ST IgW SMieursensl CQUTMISS] 6UenevenW S(HESI6US 63T eLe0LD STallEeneTs
&600TLMIWE Q& LIWeoNDd. @ULIgS QFeuglesT (P60l QEUCEIT(H QFTELENEGLD (H &Mall , iSTeUg)
snailullett uFlomeor Geuerfluiled g(H LeTerl & IGsLLESMG . &i5Teug 200-ufloresT srailsenerT
QEMEEHEES 5ISEGSHCMMD eT6edTmTed , 200-UFlmest Geuefluiled, QemmaeneT grall aillEECmmD
ET6OTE QB METTEMEVMD.  SHEMSBWTED QEFMHEEM6NE GMIEGL SMallEssT , QEFmHMIEUEd (QFTELETEU6D)

ST &6TT 6T65TM) LD SI6DLP&SLILI(BLD.

3. 576 &5 6T0TLD

3. 5Ty FGFEMLD

BmBaumi cuiflEerfled GFmeLGeoMemL -2021 HIEUSEET (LIED)I6U60&6T) Gea&flEs ILLL6T. &) 6mhEeT@eu
Q& M&GSBSUILILL &6 &H600TMRIS6IT. Al4Bharat, Leipzig Tamil Corpus, tamiltext-7M.txt

&) Be06eTTILSS 60 Qeuerfleu(Hd LLGuM CF LSS MeTEeTaID, eusmevls L &s6Menid, aflss UiLfigui
GUMETTM &EMEHAWBIEEHVID BHHS , SVl LDIeUG6TE CsaflSEHTD . Eer6uoTUSH6NSE 60
R(EHG LeDI6U6L LLMIGET (&SI 6U6ThISEEn6T &6ul 61(SLILEGLW HlFeveusns Heomd) erertliLBD .

B6DIETOTIISENL LI&MhIE6T 60TCMMEILTETM G&HTHESULLIMHULSTED |, 66UGQUNT[H LSSSHMSWILD



Sigd]l SiauHMled RHEHGD UeTESE SaufausTed Feobs eeotm @QUWF FTeoll QUNIBHHGID
Q6UQEUM(H &MWL GeusuBeum) eulgaukISen6Ts: Q&mesoT(BeiTenssT . eMsHMHBEHUE Flevhdaener
61(lp& Scrapy 61651 6MLSSHTETE (python) FLLESHEMSE (Framework) 6m&WTTEB@MMD. LUl &eulhHs
LI&&MHI&60)6M mongodb 6T6n)ID &T6US6MES60 G&FLOGEICMMD. SeuTlILLLL L&ShIG6NT 60 @(Bhg) &L (HenT,
&I56etT  gemeolll, Qeuefleubg mIeT, QarLiumest FlemL&em, 2emnguilest opAFlWr  (WHeSW
GuhgTEUEEHD (B6L efleuIh&EET , SIHTEUG SFeneuliumHMlL  SIEUSET ) SILMIGLD. 6T6sfenib
Q&MeLB6VMEML-2021 6D (PesT@FM6tTEsT GBI (metadata) SILMIGTG). 61SI&TE0ES60 FiflLns
QRUEEGUBSSH QeuefllGCaund. sLBenrsene el 2emLs gl UflEg1E QemmHCmILiseTTs

LrHMIEEMTLD eTetTUEDSILM N SBLY &TEToTE.

32. @&FWenIOL(BSG)560

&) QEMLIMISS: emussest QmAluilest NLTK &e6m@Eh&luisglest sent_tokenize HJ60 Samemm
Q&mesoT(h QEFMMHRMMLISED6T 2 6ML&EEHCMTD. &mhidled QUMA&ESNS 6T(WSULLL HFeosam eresflenib,
HevallLhse sailisHg (BTLLIE QFMTHSH(HESHEET- &SBM. ; KBBHM SUY QFTHOMTLIEm6T
2 DLEEALD 2 56USMGI. BSSHTEUE H6T0186H5160 GHLILG GUTEL LTCLTENaIl6h LID)|6UELEET G(HEESLD
@Bung), sent_tokenize Q&M6voI(B QHTLIMISSTEVID, GUTGIDTEDT SHeTellM (& HEVEV, (PPEMOWITEDT SOl
QEMHEOMTLISHET HlemL&(GLD 6T6tTLIS) ETHRIGET Gletolll . &) GaummIQLMPS QT HE&s6d : LWL
SpBdleoWd HI6060Ms GaudHmIQLMY QEFMMHSEET , 6NWSHSHIES6T HIFLUlw  QEmMH@MTLI&n6T
HEHNBHCOHID. &) WWenLWTeT &phiEevs QSTLIEm6T HEEH6L : QU QFTHOMMLI6L
WWeugIons sphSlesQsnhasT LGB HibUlulldulet, ©i15gMLTsemen HadalEHGMD. )
SpBIE60E QFTMHEHEDET EMMESH6V : S QFTHQMILY SEMEHEFIWILD 6T65TLISTED & hIdl60&O\FTMHEH6IT
QUL LSS WLWLEW &FLEW euenawlled , SpR&e0FQFMMSET eUHL GLMHIE6TG1606060MD
#OMhI60LD # 6T60TM FMUIL QFT60GI630T60L (special token) HEQFMMHSHEHSGL L&H60MS 6516usbEGMLD.
2) GT6TOTHEMGIT LDEDMESHEV: & hISC0FQFTNHHENET SHIEDLWTETD &SMLliguig GUTELE6U , 6T6T0THEM6ITULD
#eTevo1# 61601 FMLIL| Q&FTe0I6ETOTLNS LAHMISGMMID. 26m) euflemasll UBEHE) HE6L Has6d : @MISWTE
SIDETHSIE QETHOMMLIEem6TWD uflensliL(BSS), HEEOSM6I Hhéa HL&EE HenLEEGD QS MEGLIL

Q@&FMeLEEMEDIL-2027 &6 ESH600TLD.

4. G MSH60)I601&(GTHLD (LPI9LIS(ETHLD

QEmMmHMeucLEemneT G&TessIB CEmhHaerfles oo Ge0&EEtoT I LIGTITLIS606ME S63oTLMILIEOMD .
rfleng Q&METoTL (L6EITENTLL HIEUEM6VEMWS @&M6tor(B  (two layered Feedforward neural network)

QumMAGWTIenU eusECMMD. HTallw-&lmeunissneT Q&messT(B eulpsslILBEISTEL Gens STallul -



smiey QULMAQWITLIL 6T6STNID SHIEDPESEVMD . QFTHOMMLI&6M60 R([HHS) HmieurhiEener TB&HS

B&(HL FMENMTL 665N 25FlemWs mSWTNTSCMTD . @ CHISSHL QEMMHOMTLIfEd G&sH6m60T

Q&FMMHEHEDENSSHTET &(HS560 Q&MeTenGeuesoT(HLD 6TesT@LIMOMEDTE0, H160)8 (6 GMILLILL &iemaileomest
S6MTSE60T 61L& UMTLILGTI 2 (HeUsLD QFLGIQ&TEITENe0ND. SIFFTEMNI&HNSS Q& TH@MMLIfl6tT Lﬁg_l
Ll &6TT6E00M60 LI(BLD Q&FTMHEEm6T 6T(B5SIECETETTLTEL , lemLLiLg) Emieul. FTeMy&sett HengemsL
QUTMISS SMIuESH 6T HEM(LPLD HIEMOUILD. 2-HETE FTENTILD G (HE MIEUMBIEED6TS &([HLD, 10-H6ME FTeNFLD
10-&MIeuBEemens B . BHS 255 6mWBW Q&MEhsD MMMl , @TessT(B HEIHD FM6MJhiSen6r

EBTMET)|6TT (263TMITE 6L 1960TITE0 SMel W -l M|6uLD 6TBESEVMLD. &-HEM(WET6T EMeMTSSen) D 61-her(WsiTer
EMeNTS5608 LIgeTTe0 , (&-6n-Grallu-er-&mieub HenL &G . TBESESTLTES 3-Hermh Qs mesorL
&6 &Meuenevd &LEULGBSSHID . SIS 2-HeTMBIQ&ETEEoTL FM6MI&H60E L1960 1-Gmailw-2-

SMI6UBIGETT Sl6t)L &G LD.

3-fBer gmaryid

\J

Smlged yed LOmZeuT NS Qsramg

2-fBer gmamyLd

ULLD-5: @(H B&HLD FTeNMIhISen6TE Q& T6ToT(B (65TenM 60TMERIET L L STaflW-&m|eumki&eT SHenL&ESLD.
G &ML BT6ToT(H FMI6M&e6rev 3-H6rmhIQ & TesoTL MG &TeU6D60 &LEULGSSID. HSEWILD 2-hemhIQ & MesoTL

FIEMIS60S 621960160 1-GMailW-2-ElMmIeuhi&6tT SlenL&ESLb.

STL_1g 60 Led 2555 | | Qameamg

S5

) Qmaﬂuﬁﬁqmg i

LD Te0T LD T 60T Lo meaur LD TG0

UL Lb-6: Fflemlg Q& T6BUTL (B6U6D60& S Q& THMTEU6OSED6IT aeiTafer&e’s@&sn(ngj SI(mEen W EMIeus QFTHEE6T
seooll&a LisoollGgmev, Lullh&dé@ Lm @ QenhmmeusvssT Qammaerissr £eo Gev&saeuoill LI6SoTL&em6T SHaLILEGSE)

BOHSEGSWD.



GUMIQEUMTFED D0eNGELE | smemenaeT | AflESmmy @uifleotm smailil umuy

HifleQ L Ggmeofl QL6 Gumlig B&1600f] undleogmesr | U&de
EDNG] HLO6D gleogendl | smeustThS oG (He1gesoTedT | WieuedT Gulpraidlweu(y
SHOEBTEOT Slpéluw SHPBMEH g mesoTLLomest PG 9@\ [J63oTL &MH60

SILLAUEDETTT-2: §(H QFMHSHEHEES B60LBW BHSGSD cosine-GMTSH6MS 606Us5) QBHRIEIW Q& TMHEEIT 6T65TG6T65T60T 6T65TM

&160565160 HlemL 55 61058 5ST(BE6T.

uLD-6 mreuemeowlett Siemwliemu allens@GL . QFTHMTEUeD &TallE6resT &iene =200.  &HSTeUG)
2 eferfligemipuiletT LifllomesTD 200, QLOMESHE QEMHES6IT6tT 6TevtT6tsNEEma (= 301515) QeuerluiLigemipuietr
uflomeorom@. mBreuemevenw Luilmmielssl ulL UIn@ &igeot Qemmmreled snailaeneT eS8
SIUDHMIET BHSESLD LIGTOTLISED6T S LIHST60 Semeuwlmest &l60 afleunmhigsiT LeolILI(BLD . Cosine-distance
a6t @ STSEHEGT RHEGWD SMISe05E Q&TTI(B &I LEU6H6sTT -2 @60 2.6fTerm
T(BS5SISETBS6T HIThul UL BelTeresT . euMgeunsed e6otm Q&Tevellett &rallenwl WLHMETSS)
Qemhserflest &MailaCemm® cosine-&MIGens5E Q&Mevor(B QUUILE SIHEID RHSEGD CQFTMHE6T
6T63T\60TETE0T  6T60TM)| LIMISSHTEL 360601E&EL[H , STenen&eT, Quifleotm (W&HeSIW QEFTHSET HL&EGHS
Sl &dletTmest. @G ETULIQUINGETT  @60H&6001E Fon)Genens &LB&Img 6restn) GHIlguins

LflwrellLmeyb, UMi&senawleh QSILILDLW Q&FTHEEN6T SN WSS [HE MS.

41. QEFM6LBEVMEML-2021 576 &&656T aleUITLD

QFMMHEIMALY S160L6Y: CLHOGFTESTETT Llg LIEDIEUELEE06NT QGTLIE6MTE SIMISS Nemlp semenbg,
auflenFlILBSSH HHEVHHE LemLESLIULL QETHRQMTLYT &J6Y&H600TD, Q&FT0E60MemL-2021. QLTSS
&I (W GaMe& G FHBM SHH&& (72000000) QEFTHQMMLIEEN6TE Q\&M6esoT(BeiT6ng).

GIFITEVEVEMILEY: 6T6V60ME QFTHOMMLISENETUIWD QST (HEOLSHG (word-tokenize), (G6OMHSG! HITMI
(PeOmWTeug) 26nis6ried  aUbS([HEGD CQFTHSENET LB CETEITH CFTEVEVENLE QREOTeNM
LemLSECMMD. @Sl QESW (WettenmmIWilTb QEMMEEHEGD Q&MEHFL Fa(B560Ms 2 6iTeTest
Q&mev6even L6 SisTeuflenguileyd, HlaR0 euessr euflenguiley|b eulprkGH GmMLD.

glmyeuenLey: SmieuraseT Q&FTeLev6TaIleL HT6tT @(HEHS BGeuetsTBLD 6T6oTNI0EM6EY , 6T(WE&S6EMaIlEN|LD
R(HESEOMD. QFTEVEVEMLEDE (P&HEVTHECETETT(H 6T(LSS6Malle0MesT &lMICUMHIGET Sp&EGHEMMD .
slfleoT 2 Ul QoW Li6soTEE @UIEOLIMED G(HEUEDSIITEDT 61(10581& SlM)IeUMBISED6T LIEHLSEHE0MD . &)
2 WFQuW &mieuid: @ Q&Meveme0 SILILYGW 61(5E &ElMieubLifESTe 1-dmieud [QFT 6L 6m6v]

eTesTaD, 2-&lMIeUD  [Q&FM6L 606m6eV ] 6TevTaLD, 3-SlMIeUD [QIFMEV6mEV] 6TETTEYD EU(HLD . 4-&lmieuld



REQETEVRI& (G BELEDIBV 6T60TLIGI Q&6rT6Y. &) QowlwuilF Smieuw: Q& Tevenev QW D-2 ull([HLNE /&
6 60 60 B Gl GG evll s ElmieubUlNE5TeL 1-Slmieuid /& 6 60 60 837 eTevTalLD 2-&MIEULD [GCIFT, 66V, 606V,
6060] 6TenTeyld eu(BL . @Uiigll Lflluglest Gmnssd Lesori&SWlest &Mesoronsd wemmibd (B @0
QEmMmHEen6T &6nLHEGHLULGIG6. eevilsy)b Guuwlwwpullmons UfléEn CuTg) (&L 61L& |,
&L QW (WEHmSWD UFl&Esmosd SilupBw eneusbgiallBSICmTD . B8 RHOM(WSS60 QSTLRIGL ,
2 uilfl60d (Wigwib &MieurhiGEen6T Genm&g el BEIMG) . 65N (P&6L LSS Smieud euenr 2 uilFEol
euenaUileYILD, 665TM) (P&6L LleTTm D Slmieuld eueny GQowlwjuilf euemauilend &mieubLiflé&s Gmmb .
Quwuily &Smieussdlev aumbd ewridmieurnseT e wWlftull fmeussHed euBL GHE M eumtissrileo
eU(BLD, eT6sTUgl GMILUILS 5888 . Spemawlentmed Qi uily SmieunsiseneT (PWR&TS (1.16) LOLES
LetTL, Siemetdensg LD etTmnés) WBesoT(BLD SlmieusSlett herb QUGS 1-&mieulb, 2-&mieuld eTeotLl
Hf&gl sevlls 8601 Gamliygered GFulas@mmd. @il SlMieubllNES5MHE 6he CHMéELSl6ven6.
R ehs  euemaulled LWeETUBWD eTetTm)  CETELEUSHEIEL6mED . eeollenid  Hiem6ISHS)
ShIeuTeNIaEH& G SLEW uenswled QeusflulllLmed UHw Hbsemesta@Enn LWesTUMBESEHLD

G5 MedTMILD 6T60TLIG) ETRIGETT TS FUMFLILILD ML &emauLb.

5. (PI96Y 60T

@Uuessiluiled, Qelwmleysgienm eretTug) sesofleotluilwed, HIbLlwed, QumAluilwed, 2 srailwieb,
W&eW uevLliLey &lenmaBemn(® LilssteoilliLlemerihggl. (Wigbhgeuent ereflenwwnest (Wwemmuiled eesrt
sUlenp QsllweMlals gleom SICWHESS HeusEEBeUTTT(BLD 6TETLISET SHIUSWSENS 2 6501165
(PWIetTM)I6TTE6ITLD. QelwMlallhGL sHEHRSmEAIUNIWNIEGD S5T6SS6TTTHSET 6Ll
RTHILEDHDWTHENEU 6T60TLIENS HEVFEBMTD . 6Teualld SIEMLWTENEGSGMEEHL, FLemLEETHLD
@6L60Ms  QaUMID LIgH|eIEL&EE6TH  ©&HTeToTL FT6SHBHOOTEIGEN6T 6m6U585% FmUiumest
QEFWEOMSSMHEISED6T Q&I 6T6dTLNS WD STailul-&lmieu LILN65T epevld &l lgs &ML IgU|6TE6ITITLD.
QU(HRIBTEVSSI6L LebBaum SienLwnen&FlenL Gumestm GLHETe| Ul  SI6&SH6T0ThI&EEm6rT
UeOLLILGI 016868&H6meuWTedT 6THMEGL . HOI(P&EQ&6T @HSGW FHmULILEOLSmn6T &6vot601sH G
&HMISST QLMAWMEHT&E6T LebGauml aflenesTMiLhi&en6T ellgalennds Goustor(BD 6T6sTm)
Camflésns mauESICMTD . Q5MNGS5S STUSESETTISMSWL, SpsSl sralw-Snen euenuwb
QuTgIG6u6M&E &L &EHGMMLD.
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G& ooGuTT HCuUTT® @)resrLmid LSliLileiT Lgl 2SI B6iT
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wpsiredrmsit GUmHA T, |eBTERTT LIVHEMVEH &LPSHLD
GeviT6iToo LIGT FleWL_ D6V
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SL_(hewT s F(HdHHLD

Gs  oGumi HCBumiigedr (WPpHeL uFllewu 2 (HuTHGLEUTH, @BSL  yBw
Qs TleVmIL_LILLTETGI, LITTemeuds Gmmur( 2 srar @)erid Henevpsmmullest(hd @, 6TeV6VT
sutflsefleid Lwesr 2 erensTs @)HoHsH CousHdT(HID 6TTLIGI (LPSHTEWLOWITET GBHTdHaHLOTS
Bopas. BT YYple  jerellsd)  CFWLUTHST  CETHSHILIL 1 HbSeT.
@rewrL_mreug uglliewusd QBT BIGLEUTS, eTeflewwwirs @) Hbs Couadsr(hid 6TeiTLIG)
YpaTemd  CBTEHHWTS  WeusSSLILLL Gl @HaTTe), ghasearGou @) mbs — Fev
CrwevLITHEH6T Bhaliul L er. FAsv wrHmiiul L er. fev CFidslinl L 6.

QP HL6UD 6TVVT 2 6iTel (HHEHBGHL sTedrend Camliur® CFwsdu®BsSSLLL L .
@)gewer BlewmCoummid allgsdlsy HLsusdlest suswywienm FHmi wrTHYl eraflewiowimds]
weubsLLL L gl. @)ugdF CFleusTeV s HL6UYIdHF HWITfSSLLEBLL ClFThoHsT
Fflov FwmISefleL eiTmIdh@HD CHUL (B (R Blevewd 2 (HeuTHngl. BWDHdH &MMEHH,
o uilir KL etareid spH Ygl 2 gl CFweu®ssLl (Hsirerg). Lsv Gwrilaseflsyb,
2 Wil 6THG @ H6vfl 6TWHSTHBeu LITTHSLILBSI DGI. CiiujLer 2 _uili C&idhGs%
uTiESOIURSDGI. @)H6eT Ll ulled B)bs 2 gl 2 (HeurssLiLL (DeTarg). ()56 TsD
sori 90 elsasriiyh@ Cuers, @ SHLeusid@ BT BleweTdh@Gh 6lFTeVSTedT

PpSH60l6L au(HLD. GG 2 6Tl L_(H) CoussHens 9 SHlaflabaslingi.

39


Vasu Renganathan
39


@@ SLeusdled, S&Fwll yerafl o L, e eTewr prpsuswsu|Go 2 erefl  auemsH
Qi (HeTergl. s HLeuedlsd sp(H CIFTLCISTL ewTuU|d 2 6TaflL_6VTLD. (1 HL_6usdlev,
@ GOUTL ewLujb, s FCLTES] eLeVG LIV FELTSHSHETU|D Fnl_ 2 siTeflL_6VTLD.
R SLausdley Fiewind GlFwevLITL swL_wid GFWLLI(HSHVTID. (Feweu p6dTMI&%H 6% TET M)
Curdls6lasTerarTLosy H6vfls g6l Gur GlFwsVLIRILD.

BP0 @ GFTeVedle LSFHSHGHD Cuoul L BFL Aseram L &) HEHS (PLguLD. 6TH%H6»60T
b FsepLer sTeuauere) Gl HlpdF CFTeveLTs @)(HHSTAID, PCT SL6uedlsy GlLmMILD
ausrgl YUslarassg Garssiiul_(herengl. @BGL CaussHaws Hslasfbs m yslw 2 &)

vweTURSSLILL (HeTengl. OsTL Gaplewsy  sewflliyser @)bs allewFiLVemSE W TETS)

2 siref () Cousbemns &I B)(h L BISTHGH DI 6THTLIDHE & TL_(H5l60TM6vT.

&L_(hewr

(PSETEMLOWITET LODTMMBISET 6T6dTMI 6T(HSHGHISHOIHTERTLT6V, 6T6VVTSH HL 6UVHEHLD sp@T
el  GFwsvL(heuswsujb, @@ 6lFTVmVS Sy allgshdled Caunuri’ L
LTMHMHNSULD Fn MEVTLD.

TS SIHH6T, CFTHHET, eTevnsmer, CFTHEIDTLiHer, FELTSHH6T, GDIuTHHsT sTedTMI
sTeveVTaUMEmMUD CleusuCoaumi HWWLILBEHSHGHF 6FTm) b WLV HL 6yLb
weom  wrHOOUL®, Gleweu eTeVVTEL  @H YWl  FHLeusNE cuMS
QFwwiLl DeTarg|. FTSTIEWTS SLUVHET 6TaWwT, 6T1WSSHI VUG ClFTEVMVS
QarHEHGh. @)bs cpsTmis@Ger Camiubss, TWLSSHISHH6T LHMID @)V kIS 6T
@LBigser wrHml Hewwdsliul Rererer. wHe allensullsy, Fip Coresls CHTLmiELD
B)evEEBIGET  LHMILD TS GIHEeMeT  SHmiser HCY sTewTLGHLILIL (DeiTeTedT.

IYGLILHL_G HL_IVSHEWET S MM 6TTELITLD.



uLib 1. fev EHmyseir

£hm QsTLRGD GLEAD, ossT QuT QETOSELILL HTars. () HnsEn
T(WHSHISHHEHD CeusuGaum HmseTTE: @) HLLMSS Heussilssayd. sl GaT@H WL (HILD
B)BHSTL YH SHOTH WL B THSSHIHOIHTTOTILIHID. 6TUPSSHIHHET 6TeVVTLD (1
perwrer Carl(hLer OsTLBIGFSTDT. YerTev, GlFT6L GuTedTm 61D M) &% TesT
BHLUVEHST 6TVVTID (h GLewLwrer GCarl(HLeTshrer 6lGTLBIGD. 9 H6TT6V
TS SH1HHEHS LD, (3)6Vdh5 BISEHDBGHLOTET HL_UVHST LONHMSNHTET HL_aus0H6 0 3)HbgI
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Abstract

Tamil Newspaper Classification is the one important and unique task performed over the
information systems. Attaining a high accuracy for Tamil Text Classification is a challenging task. It is
proved that deep learning proved to be effective in doing different complex text information processing and
classification. Most of the existing classification systems of Tamil Information Processing Systems use the
only conventional model. Therefore, in this work, an attempt is made to classify the text using deep learning
algorithms. In this work, an attempt is made to classify the Tamil News Paper text using Long Short Term
Memory (LSTM) System. The nouns, verbs are extracted and the term-frequency, inverse document
frequency are taken from the training and testing documents by eliminating the stop words. This input is
given to the LSTM machine to extract important features which enable the system to classify the text. It is
performing a multiclass classification with few classes. At first, the system uses the different Tamilmurasu
Newspaper Dataset topics collected from the Kaggle repository for both training and testing. Standard
measurements like accuracy, precision, recall, and F1-measures are calculated and presented.

Keywords: Newspaper Classification, Long Short Term Memory (LSTM) Tami Text, Accuracy,
Precision, Recall, F1-measure.

1. Introduction

Text classification is one of the significant tasks in text mining and information retrieval. It is also a
challenging task while doing it for the Tamil Language. Tamil text is a non-roman letter script and therefore
information processing needs additional steps to do any normal English-like Language Processing. It means
that it is a multi-glyph-based information processing system compared to English-like languages. Text
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Classification is the task of finding and assigning the given text into different classes. In a real-time
environment text analysis, organizing, sorting text data set into different classes is a time-consuming task.

In the existing classification system, most of the researchers use only conventional methods, like Naive
Bayes, Decision Tree, K-Nearest Neighbor, Support Vector Machine, etc. Accuracy and the semantic
validity of the classified documents is the basic measure to decide the quality of the classification system.
In this case of conventional methods, it is questionable. The long short-term memory (LSTM) model for
text classification produces accurate results and has been recently used in various Information Retrieval
process. Therefore, in recent times it is proved that Deep Learning algorithms played a vital role in
information mining. In this work, we attempt to classify the Tamil Text using the LSTM Machine.

The Long Short-Term Memory (LSTM) system is a recurrent neural network that can learn the
order dependence of classification problems. The Tamil text classification process is divided into
three stages:

1. Preprocessing stage: This stage includes stop word removal, stemming, punctuation and
special symbol removal.

2. Feature extraction: It consists of statistical methods and language methods, and extracts
relevant features from documents for classification.

3. Processing stage: The final stage of Tamil text classification. The text classification system
is applied to the extracted features to classify documents.

This paper attempted to classify the Tamil text documents into 15 different predefined
categories using Tamilmurasu dataset collected from the Internet. The performance of the system
is measured through the standard normal text classification metrics. In this paper, Section 2
reviews the literature, Section 3 describes basic News Categories of linguistic knowledge. Section
4 System Architecture Design in detail. Section 5 provides an overview experimental setup in
section, 6 which explains the result and discussion. Section 7 Conclusion about the interpretation
of the paper.

2. Background Literature

The Tamil text classification has an important tool for different mining and information retrievals
systems. A vast amount of work has been carried out to classify the text worldwide by considering
its importance using different algorithms and modern tools. Several data sets are available on the
web, leading to the development of Tamil text Data Mining. This section deliberates works related
to text classification systems development.

1. Ramraj, S., et al., in 2020 [1] attempted to classify the Tamil news article using CNN models. It is
inferred that Convolutional Neural Networks with pre-trained embedding’s for the Tamil language
gives better results compared to Support Vector Machine and Naive Bayes trained with term
frequency and inverse document frequency feature vectors. The precision, recall, and F1 score for
the class politics is low when compared to the other two methods.

2. Wang, D, Bai, Y., & Hamblin, D. in 2019 [2], developed an algorithm to spontaneously
retrieve critical information from raw data files in National Aeronautics and Space
Administration’s airborne measurement data archive.
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3. Ade Clinton Sitepu, Wanayumini Wanayumini, Zakarias Situmorang in 2021[3] attempted
to classify the social media text into bullying and non-bullying using Naive Bayes Method
and reported that 88% of results.

4. Huaiguang Wu, Daiyi Li, and Ming Cheng, in 2019[4] classified the larger Chinese text using SVM
and CNN methods. Text classification is performed using SVM multiple classifiers. Experimental
results show that the CSVM algorithm is more effective than other traditional Chinese text
classification algorithms.

5. D. M. Harikrishna, K. Sreenivasa Rao in 2019 [5] classified stories of Indian languages
using Conventional methods, like KNN and SVM. It is observed that the performance of
the classifier is evaluated using 10-fold cross-validation, and the effectiveness of the
classifier is measured using accuracy, recall, and F metric. It can be seen from the
classification results that adding language information can improve the performance of
story classification.

6. Winda Kurnia Sari, Dian Palupi Rini, Reza Firsandaya Malik in 2020[6] by changing the
boundaries and contrasting the eight proposed LSTM models with enormous scope
informational indexes, the confirmations are characterized to show that the LSTM with
GloVe elements can accomplish great execution in text grouping. For this situation, the
creator additionally detailed 95% or more outcomes.

7. Winda Kurnia Sari; Dian Palupi Rini; Reza Firsandaya Malik, in 2021 [7] attempt to
classify the documents classify the web of science documents into seven different subject
categories. In this classification, the authors reported 82.13% of results in their
experiments.

8. Dennis Dang, Fabio Di Troia, Mark Stamp [8] have attempted to classify the malware using LSTM
employ techniques used in natural language processing (NLP), including word embedding and bi-
direction LSTMs (BiLSTM), and this work also use convolutional neural networks (CNN). It gives
the best classification.

To exploit the LSTM method in this work an attempt is made to classify the Tamil documents
using Tamilmurasu dataset [10], which is openly available in the Kaggle repository.

3. Classification Categories

Tamil Murasu [9] is a daily evening Tamil newspaper. It is being published in various parts of Tamilnadu
from 1935 onwards. It classifies the news article into 15 Categories and the categories are shown in the
following hierarchical tree. In this process of classification, the given document is classified into one of
the following categories.
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Figure 1 Tamilmurasu Classification Tree
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4. System Design

In the arranged model first, the Input of each report is assessed to distinguish the classes. The info
variable anticipated through the LSTM model is the basic factor of the Tamilmurasu data set
collection. Further LSTM strategy is applied to discover comparative classifications, which has a
high likelihood of discovering classes. To show the utility of the proposed approach brief marks
of numerical model and methodology are given by X1, Xz, X3...... Xi is the Document categories
predicted in Ci, Cy, Cs....Ci. The proposed system architecture model of the developed system is
given in figure 2.
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Text Corpus Acquisition

A lot of dataset is generally expected to get great order exactness of any Al framework. For that reason a
text corpus of Tamilmurasu data set gathered from various Kaggle Repository, is utilized. The corpus was
physically characterized into fifteen unique areas specifically news, Tamilnadu, Indian, Crime, Cinema,
District, sports, world, state express, heading news, employment, medical, spiritual, education, business,
and mystery.

Tokenization

Tokens are taken from the corpus by removing white spaces and punctuation marks. Sometimes the tokens
are multiple words. To get the token initially the lexicon is searched, if it is there then it will be taken for
counting. The ‘tokenization lexicon’ is manually prepared and gathered from different sources containing
356,791 unique entries.

Normalization

Given token is converted as the Tamil Unicode text and this will make the system universalize the
document. Sometime it contains Arabic alphabets or non-standard word class and are defined through the
regular expression. These words and alphabets are standardized and converted into equivalent Tamil Words
and strings.

Stop word Elimination

Those words are called as functional words which has no impact on text classification and therefore it
should be eliminated. These words are sometimes frequently occurring words and a bag of words list is
maintained. It will be eliminated from the list of tokens before proceeding to the next step. In this 219 such
words are eliminated from the document text list.

LSTM Model

Long Short-Term Memory (LSTM) networks are an altered adaptation of repetitive neural networks
that streamline reviewing data from an earlier time. Here, the RNN's evaporating inclination issue
is solved. LSTM is appropriate to distinguish, investigate, and foresee time models given delays of
the dubious term. Back-spread is utilized to prepare the model. Three entryways are available in an
LSTM organization and it is displayed in Figure 3.

Forget Gate

C?D ()
|

el
o o] |

Input Gate Output Gate

v

Figure 3 LSTM Gates
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1.

Input gate — Find the value in the entry you want to use to change the memory. The
sigmoid function determines the value that passes 0.1. The tanh function weights the sent
value to choose its importance between -1 and 1.

it = o (Wi [het—1,x¢] + b;)
é{, - taIlh(WC » [ht—l 5 ZCt] -+ bc)
Input gate

Forget gate — Find what you are removing from the block. The sigmoid function
determines this. It outputs a value of 0 (ignore this) to 1 (leave as is) for each number in the
cell state Ct-first to examine the previous state (ht-1) and the content entry (Xt).

fe =0 Wy [hi—1,2:] + by)
Forget gate

Output gate — Input and block memory are used to define the output. The sigmoid function
determines values greater than 0.1. The tanh function weights the transmitted values to
assess their importance in the range -1 to 1 and multiplies the output of the sigmoid.

O = O'(WO [ht_l,a:t] + bo)

hy = o * tanh (C})
Output gate

A recurrent neural network is a type of long short term memory. In the current action, the RNN
output from the previous step is used as Input. Hochreiter & Schmidhuber created the LSTM. It
addressed the issue of RNN long-term dependency, in which the RNN cannot predict words
stored in long-term memory but can make more accurate predictions based on current data. RNN
does not deliver efficient performance as the gap length rises. By default, the LSTM can keep
the information for a long time. It's utilized for time-series data processing, prediction, and
classification. The LSTM features a chain structure with four neural networks and various
memory blocks known as cells.

® ® ®
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Figure 4 LSTM Chain Organization Model



Finally, when we have numerous yields, softmax function changes over yields layers into a
likelihood dissemination. We have 15 marks altogether, but since we didn't one-hot encode names,
we need to utilize sparse categorical crossentropy as classificaiton work, it assumes 0 is a
potential name too, while the tokenizer object which tokenizes beginning with whole number 1,
rather than number 0. Accordingly, the last Dense layer needs yields for categories 0, 1, 2, 3, 4,
5... 15 and the number 0 has never been utilized.

5. Experimental

The dataset used for classification is received from the Kaggle free open source repository. Itisa
Tamilmurasu News Dataset having 127725 News Articles of fifteen different categories. This
dataset includes four different attributes, such as News Id, News Category, News Title, and News.
In this dataset, the given dataset is divided into two groups. One group for training and another
one group for test data. In case of training all attributes data items are taken and in case of testing
the News Title and News Article alone take for experimentation.

5.1 Experiment Setup

A python program is developed with the Keras, nltk, Scikit-learn, Pandas, NumPy, Tensorflow
packages to model the LSTM model to predict the predefined text categories. This prototype works
well for state-of-the-art data in the database. In this program, it will be able to expect only the
LSTM model alone. The system is configured to run in a standalone PC Environment.

5. Results and Discussion

The performance of the Tamil text classification system can be evaluated by using four different standard

metrics are Accuracy, Precision, Recall, and F1 measure. Precision measures the factualness of the classifier

system. Higher precision means fewer false positives, while a lower precision means false positives.
Number of correct extracted text

Precision =
Total number of extracted text

Recall measures the completeness, or sensitivity, of a classifier. Higher recall means fewer false negatives,
while lower recall means more false negatives.

Number of correct extracted text
Recall =

Total number of annotated text

Accuracy measures the overall degree to which instances have been correctly classified,

Number of correctly classified instances

Accuracy =
y Total Number of instances

A weighted harmonic measure mean of precision and recall is Fl1-measure, which is the rate of a system
with one unique rating.

2 * Precision * Recall

F1-M =
esure Precision + Recall



6.

Table 1 Performance of Results Evaluation of LSTM System Testing Process

Label Precision Recall F1-Score Accuracy
1 98 99 99 99
2 97 98 79 98
3 99 99 97 99
4 98 99 96 99
5 97 98 99 98
6 97 98 97 98
7 99 99 99 99
8 98 99 99 99
9 98 99 99 99
10 98 99 99 99
11 99 99 99 99
12 97 98 97 98
13 98 99 99 99
14 96 97 93 97
15 99 99 99 99
Average 97.86 98.66 96.66 98.64
Conclusion

Tamil Text Classification is one of the essential tasks in Text Mining and Natural Language
Processing. Developing and acquiring more accurate results for Text Classification is a challenging
task. This paper proposes a novel LSTM model for Tamil Text Classification into fifteen pre-
defined categories. In this method the classification accuracy is 98 percent and above which is
comparatively good as compared to the traditional classifiers.

7.
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Abstract

A Chabot is a system used to conduct an online conversation via text to speech and give the impression
of actual human conversation. It is designed to simulate the system like human communication. The
system should automatically answer all the queries raised by the user. Nowadays, the number of queries
raised by aspiring students in the academic system increasing dramatically. It is very hard for the user to
answer the queries raised by the aspiring students about the various courses offered by the academic
institution. It is good to have an automated chatbot system to answer the queries raised by the students.
To solve this problem a chatbot system is designed using Conversational Al. Specifically, the design of
LSTM based system to order the sequence of words spoken by the system is effective. In addition to that
usage of the NLP, toolkit makes the system more meaningful. Tamil has to follow a strict grammar rule.
If these words are rearranged, the original meaning is lost. Thus, it is hard for processing the data for the
computers when the original meaning is lost. Thus, one requires to train the models with specific
structures and discard others. Therefore, in this work, an attempt is made to design an LSTM/Deep
Learning-based system ordering the sentence is effective. It is designed to measure the user satisfaction
rate and evaluation rate to ensure the effectiveness of the system.

Keywords: Chatbot, Conversational Al, Deep Learning, LSTM, user satisfaction, evaluation rate.
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1. Introduction

In the open economy service offered to the people are increasing day by day. Most of the
companies like to have an IVRS (Interactive Voice Response System) because of the growing
demand for products and services. This IVRS needs lots of interaction from the customer.
Therefore, the customers avoid such kind of system. Alternatively, it is impossible to provide
24X7 customer services to enquire made by the customer. Therefore it is essential to find an
alternative mechanism to solve this issue, which is more interactive and should provide all required
information in understanding user requirements.

Artificial Intelligence and Deep Learning is modern emerging technology providing
various types of powerful solutions to these kinds of problems. Conversational Al is a set of
technologies behind automated messaging and voice-enabled applications that enable human-like
interactions between computers and humans. Conversational Al [9] can communicate like a human
by recognizing languages and texts, understanding intent, decoding different languages, and
responding in a way that mimics human conversation increase. In particular, it can work in a
variety of languages.

Several attempts were made by the early researchers to design and develop Tamil Chabot
to provide an interactive system to answer the queries in Tamil. All the existing systems are
developed with a rule-based system or database-oriented one. Most of the time it will be not able
to answer the new type of queries raised by the user. In this system, an attempt is made to develop
a dynamic Chatbot with Conversational Al using the Rasa tool, which is capable of dynamically
accepting different kinds of queries in Tamil. It is one of the most advanced developments in the
Chabot environment. Chabot is an application that allows you to start and continue conversations
using auditory and/or textual methods, much like humans. Chatbots are either simple rule-based
engines or intelligent applications that use natural language understanding. Today, many
companies are beginning to use chatbots extensively. Chatbots are becoming popular because they
are available 24 hours a day, 7 days a week, provide a consistent customer experience, serve
multiple customers at the same time, and are inexpensive to improve the overall customer
experience.

In this paper, Section 2 reviews the literature, Section 3 describes the basics of Chatbot
system and System Architecture Design in detail. Section 4 provides an overview experimental
setup in section, 5 which explains the result and discussion. Section 6 concludes the paper with the
study of the impact of the Tamil Chabot system.

2. Background Literature
The Tamil chatbot is an important tool for communicating with the system to enable the

user to get any information from the system in all 24 x 7 hours. A vast amount of work has been
carried out to classify the text worldwide by considering its importance using different modern



tools. Several frameworks and algorithms are available on the web, leading to the development of
Tamil Chatbot. This section deliberates works related to Chatbot systems development.

1.

T. Kalaiyarasi, et al., in 2003 [ 1 ] developed a chatbot called Poongkuzhali that
communicates in Tamil on a basis of giving an appropriate response to the given question
or statement as input using artificial intelligence. The response will be given even when
the question phrase is not given incorrect phrase using a set of decomposition rules and a
set of reassembly rules in the knowledge base.

Raphael Meyer von Wolff, et al., in 2019 [ 2 ] attempt to conduct a structured literature
review on research papers based on chatbots and says their current potentials, their
objectives, the gap present in the research and to tackle them.

B.Galitsky, in 2019 [ 3 ] explains the use of Explainable ML and its features in the field of
chatbot. It also show’s a problem and its solution by using the transparent rule-based or
ML method.

Daniil Sorokin, et al., in 2018 [ 4] approaches the entity linking in the context of question
answering task and jointly optimized neural architecture for entity mention detection and
entity disambiguation that models the surrounding content on a different level of
granularity. The Wikipedia knowledge base is used as a dataset for question answering data
training.

Hamid Zafar, et al., in 2018 [ 5 ] studies the question answering system over knowledge
graphs which map an input into queries. By using Tree-LSTM, it exploits the syntactical
structure of input questions as well as candidate formal queries to compute the similarities.
Senthilkumar, M., & Chowdhary, C. L. in 2019 [6] developed a sequence to sequence
neural network model human to machine chatbot to replace the human. It is very productive
compared to other normal chatbots.

Jungwook Rhim, et. al., in 2021 [7] surveyed different kinds of Chatbots and used three
factors for surveying, such as respondents' perceptions of chatbots, interaction experience,
and data quality. It also explained a different kind of Chatbot used in the environment.
Prissadang Suta, et. al., in 2021[8] developed a machine learning-based chatbot which
handles three steps effectively, understanding the natural language input; generating an
automatic, relevant response; and, constructing realistic and fluent natural language
responses. The main issue of the natural language understanding problem is solved in this
method.

3. RASA System Architecture

The following figure gives an overview of the Rasa open-source architecture. It is a readymade
framework available in python for effective chatbot deveoopment and it is a machine learning
framework. It has several components such as an action server, tracker store, lock store, file
system, dialog policy, NLU pipeline, agent, and so on. The two main components are Natural
Language Understanding (NLU) and Dialog Management. NLU is the part that handles intent
classification, entity extraction, and response retrieval. It is shown below as the NLU pipeline
because it uses the NLU model generated by the trained pipeline to handle the user's utterances.



The dialog management component determines the next action in the conversation, depending on

the context.
" | conversation Tracker Tracker Lock Models/Training Data

"Rasa SDK

Actions/ I
Input/Output
Channels
Rasa Open Source Bot User

Figure 1. RASA Architecture

Action Server:

Custom actions in the rasa project run using this action server. When an action is predicted using
rasa, then the rasa server sends a POST request in the form of JSON payload. When the server
finishes, it returns the responses and events in the form of a JSON payload. A conversion tracker is
created for the user’s responses and adding the events. A webhook endpoint is accepted for HTTP
POST requests in the case of using other action servers.

Track Store:

The conversations made in rasa are stored in a place called tracker stores. This open-source tool
helps to create custom storage boxes. The default track store is In Memory Tracker Sore. Databases
that can be used in rasa are PostgreSQL, Oracle, and SQLite. Mongo Tracker Store and Dynamo
TrackerStore are also used to store the history of conversation in rasa.

Lock Store:

Lock store is used in rasa to ensure whether the incoming messages are processed in the correct
order, then they are directly stored in lock stores for active processing. Multiple servers are used



and no need for conversation sent by the client. The default lock store in rasa is In Memory
LockStore. If the need for a persistence layer in conversation locks, RedisLockStore can be used.

File system:

Rasa collects and loads the training data and this data is imported using a custom importer.
RasaFileImporters and MultiProjectlmporter are used for importing the data. Then these data are
stored in the File system.

Dialogue Policies:

Machine-learning and rule-based policies are used by rasa to decide which action to take place in a
conversation. Actions can be selected on each configuration rasa takes, priority for each policy can
also be given to make it higher or lower case. Machine learning policies are the TED policy,
UnexpecTED Intent policy, Memoization policy, and Augmented Memoization policy. Rule-based
policies are Rule policy and Configuring policies.

NLU Pipeline

The components of the NLU pipeline are Tokenizers, Features, Intent Classifiers, and Entity
Extractors. Tokenizers will split the text into a text known as tokens. Featured is used for generating
the numeric features in rasa. Two types of features like sparse and dense features are used. In rasa
Intent Classification, the DIET algorithm is used. Entities don’t need an algorithm to detect, so
RegexEntityExtractor is used. Thus in NLU, actions are predicted, thus an NLU pipeline can be
developed.

Agent

An agent in rasa will help us to train a model, load and will help us to use it. In simple words, it’s a
simple API that will help us to access Rasa’s core functionality.

Bot User.

After the creation of input and output channels, that is when a complete rasa project is developed,
a bot user will be created, and thus it helps us to solve the questions asked by humans.

Rasa Framework Layout: Basically, Rasa has the following built-in modules that are used when
implementing Chabot:

1. RASANLU for understanding user messages. This part of the framework is a tool/library
for intent classification and entity extraction from query text. Entities and intents also allow
for the retrieval of responses and the composition of spoken text. You can use this
component alone to create a simple and minimal Al chatbot yourself. This is usually the
case when creating an Al chatbot that answers FAQs, simple queries, and so on. This blog
also uses it to code chatbots.

2. Have a conversation with RASA Core and decide what to do next. This component is the
framework's dialog engine that helps build more complex Al assistants that can handle



context (previous requests and responses in a conversation) during a response. RASA
recommends using both NLU and Core, but these can be used separately.

Integration with Deployment Channels: These components allow you to connect and
deploy your bot to popular messaging platforms. Learn more about this here. These help
developers focus on bot functionality rather than the installation required for a real
deployment. RASA X is a toolset that takes bots (developed with RASA open source) to
the next level. It's free, but it's a closed toolset available to all developers. The following
figure illustrates how the Rasa chatbot works.

1
Interpreter
2
Message In "
& Tracker Policy
Message Out
5
; i
Action

Figure 2 Method of working of Rasa Chatbot

The following steps are described below.

1.

kW

First, the message is received from the user in the bot and passed to the interpreter. The
interpreter translates the message into a dictionary containing the original text, intents, and
all found entities. This part is handled by NLU.

Next, the tracker is an object that tracks conversation status. You will receive information
that a new message has arrived. It also helps you keep track of the entities extracted by the
user and how the conversation is managed. NS. Dialogue flow.

The policy receives the current status of the tracker.

The policy determines the next action to take.

The selected action is logged by the tracker to help you follow the path or flow of the
conversation.

The response is sent to the user. The user then responds to the response received from the
bot.

4. Experimental



Intents are developed in Tamil to make the system customize the Tamil language. Responses were
also created for the intents. Using these intents and responses Rasa trains data in the Tamil
language. A set of stories are created which explain the situation sequence of activities to perform
in the system. Rules are created to adapt the queries of different formats. In this system, nearly
46 intents and 140 responses are created in Tamil. Also, 20 stories and rules are created for intents
and responses.

4.1 Experiment Setup

A python program is developed with an open-source machine learning framework is called the
Rasa tool used for this system development. This uses python dependency packages like tensor
flow, Spacy. It is configured to run through the GUI or Command prompt. In the experiment, the
system is simulated using a PC environment connected to the Internet.

4.2 Simulation Screen
The Simulated system is configured to work for the Chennai Institute of Technology for admission

seekers on the campus. This Chatbot system enables the user to chat with the system in Tamil and
its screen snapshots are shown in the following figure 3.
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Figure 3 Chatbot screen snapshots

5. Experimental Results and Discussion

In general, there is different kinds of measurements [10] are used for measuring the value of the Chatbot
systems [9]. These attributes are 1. User Satisfaction 2. Dialog Efficiency Metric and 3. Several Queries
and Response, etc. In this system, explicit feedback is collected from the user to get their user satisfaction
level and satisfaction level is plotted as a bar chart shown in Figure 4. Secondly, the efficiency is measured
of 8 sample dialogues in terms of the atomic match, First-word match, Most significant match, and No
match. To measure the efficiency of the adopted learning mechanisms to see if they increase the ability to
find answers to general user input as shown in Figure 5.
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Figure 4 — User Satisfaction Level Measures.
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Figure 5— Dialog Efficiency Relative Frequency
6. Conclusion

Tamil Chatbot is one of the important systems that enables users to communicate with the system
and enable to get more information about the system. In this work, a Chatbot is developed for
Chennai Institute of Technology (Higher Education Institute) for providing various information
about the Institute. The system is configured with Rasa Framework which is a conversational Al
system. It uses the LSTM Architecture for sequencing the dialogue. The performance of the
system is also relatively good compared to a regular system.
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Abstract

Text classification is one of the essential function for all Information System. In the modern applications
regional language plays an important role. Many Tamil Language systems are under development. In this
this work an attempt is made to use the deep learning approach for Tamil text classification. In addition
NLTK (Natural Language Toolkit) used as a support tool for extracting the features from the dataset. In
general, the traditional classification there exist lot of noise. In this work we make an attempt to classify
the Tamil text using a recurrent conventional neural network which introduce less noise compared to
the traditional systems. In this we employ a max pooling that automatically judges which plays key role
in text classification to capture the essential features of the text. For this design, a Wikipedia dataset
collected from the Kaggle repository is taken for experimentation. Standard measurements like,
accuracy, precision, recall and F1-mesuare are calculated and presented.

Keywords: Text classification, Tamil Language Systems, Natural Language Toolkit, Wikipedia, Accuracy,
Precision, Recall, F1-measure.

1. Introduction

Text classification is the one of the important task in text mining and information processing. It is
also challenging task while doing it for Tamil Language. Tamil text is a non-roman letter script and
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therefore information processing needs additional steps to do any normal English like Language
Processing. It means that it is a multi-glyph based information processing system compared to English
like languages. Text Classification is the task of finding and assigning the given text into different classes.
In a real time environment text analysis, organizing, sorting text data set into different classes is a time
consuming task.

In the existing classification system most of the researchers use only conventional methods, like Naive
Bayes, K-NN, Decision Tree, SVM (Support Vector Machine), etc. Accuracy and the semantic validity of
the classified documents is the basic measure to decide the quality of the classification system. In this
case of conventional methods it is basically questionable. Therefore, in the recent times it is proved that
the Deep Learning algorithms played a vital role in information mining. In this work we attempt
to classify the Tamil Text using the RCNN. It Recurrent Convolution Neural Network (GRU) is
efficient in formulation of word ordering.

The Tamil text classification process consists of the following processes:

1. Pre-processing: This includes the removal of stop words, word roots, punctuation marks, and the
removal of special characters. °

2. Characteristics extraction: It consists of a statistical methods and a linguistic methods to extract
relevant characteristics from documents in order to perform a classification.

3. Processing phase: the final phase of Tamil text classification, applies the text classification system
to the extracted features to classify documents into classes.

This paper made an attempt to classify the Tamil text Wikipedia documents in to 11 first
level predefined categories and each categories having additional sub-categories using Tamil
Wikipedia dataset collected from the Internet. The performance of the system is measured
through the standard normal text classification metrics. In this paper, Section 2 reviews the
literature, Section 3 describes basic News Categories of linguistic taxonomy of the Wikipedia
documents. Section 4 System Architecture Design in detail. Section 5 provides an overview
experimental setup in section, 6 explains the result and discussion. Section 7 concludes the paper
with study of impact of the Wikipedia documents dataset.

2. Background Literature

The Tamil text classification has important tool for different mining and information retrievals
system. A vast amount of work has been carried out to classify the text worldwide by
considering its importance using different algorithms and modern tools. Several data sets are
available on the web, leading to the development of Tamil text Data Mining. This section
deliberates works related to text classification systems development.

1. Ramraj, S., et al., in 2020 [1] attempted to group the news story utilizing Convolutional
neural Network strategies. It is induced that Convolutional Neural Neural with pre-
prepared inserting's for Tamil language gives better classification contrasted with Support
Vector Machine and Naive Bayes prepared with TFxIDF highlight vectors. The accuracy,
review and F1 score for the class governmental issues is low when contrasted with other
two classes.



2. Tang, X. et. al in 2019 [2], develop an multi-scale CNN based GRU network for Chinese
text classification. during this except reducing the network parameters time parameters
also adjusted to adapt the system. during this the medical dataset accustomed validate the
effectiveness of the system.

3. Shujuan Yu, et. al., [3] attempted to classify the text using RCNN based architecture for
classification of text. The results of experiments shows that the RCNN model has
better precision then the other models.

4. Huaiguang Wu, Daiyi Li and Ming Cheng, in 2019[4] classified the larger Chinese text
using SVM and CNN methods. The text classification is distributed with the SVM
multiple classifier. The practical CSVM Algorithm gives good results while doing the
Chinese text classification.

5. D. M. Harikrishna, K. Sreenivasa Rao in 2019 [5] classified stories of Indian languages
using Conventional methods, like KNN and SVM. From this experiment it is giving high
performance in terms of standard measurement. It is also observed that adding linguistic
information boosts the performance of story classification.

6. Muhammad Zulgarnain, et. al., attempted to GRU based word embedding for text
classificaiton system. with Google snippets and TREC dataset. In comparing with the
traditional models like RNN, MV-RNN and LSTM this approach gives better results and
error rate also good.

7. A. Kalaivania, D. Thenmozhi, in [7] 2020 attempted to classify the mixed text, that Tamil
— English or Malayalam — English text using Dravidian—CodeMix-FIRE2020 Dataset. In
this work AWD-LSTM model with ULMFiT framework using the FastAi library dealing
with the detection and classification of sentiment.

3. Classification Categories

Wikipedia [9] is a multi-lingual encyclopedia available online in 323 languages, written and
edited by community volunteer from 2001 onwards. It classifies the Tamil article in to 11
predefined Categories and the categories are shown in the following hierarchical tree. Each
categories having number of sub-hierarchy. In this process of classification the given document
is classified into one of the following Classification hierarchy tree shown in figure 1.



S/ NI

Figure 1 WikiPedia Classification Tree

4. System Design

It the system design model get the semantic value of the document. The Network architecture
shown in Figure 2. The system takes the input Document D, with the word sequence w1, wz . . .
wn. The output of the system gives class types and p(k|D, 0) to denote the probability of the
document being class k, where 0 is the parameters in the deep learning network.

Text Corpus Acquisition

A good size dataset is typically required so as to get better classification precision of any machine
learning system. Tamil Wikipedia dataset is collected from the Internet. The dataset is a pre-classified
into eleven primary categories, viz., Tamils, Culture, Arts, Religion, History, Science, Maths,
Geography, Technology, Society and friends. Under each category there are number of sub-categories
exists. The given document is pre-trained to classify the documents under these sub-categories.

Tokenization

In this case of tokenization the words are gathered from the given text corpus by matching it with the
dictionary. The dictionary stores all related words or multiple words. Initially, it does a searching for the
particular words or multiple words and take into account, otherwise it will be truncated. In this present
setup 356,791 word entries collected from the different Internet.

Normalization

Words are converted into Tamil Unicode equivalent text and this can enable the system to grasp the
identical meaning in Tamil universally in Tamil. Sometimes, Arabic alphabets, Non Standard Words may
appear in the text which can be expressed as regular expression. English words also appear in the
document, which are all processed and converted into Tamil text.



Stop word Elimination

There are number of functional words exists in the text, these words need to be eliminated. One
such functional words collected from Internet and directly used in the system. As of now there
219 such words are identified and used in the system.

RCNN Model

The Steps are as follows:

1. Bi-directional network wused instead of traditional Neural Network text
representation.
2. Max-pooling layer extracts features automatically is important text classification.

recurrent structure (convolutional layer) max-pooling layer | output layer

left context word embedding  right context

>oq'>>
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DOD) D
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Figure 2 Architecture of Tamil Text Classification System using RCNN Model

e Input: Document D, with a word sequence wl,w2,...,.wnwl,w2,...,wn.
e Output: The output of the system gives class types and p(k|D, 0) to denote the probability of the
document being class k, where 0 is that the parameters within the deep learning network.

Notations

« cl(wi): Context Left word wi. Dense vector R|c|.

« cr(wi): Context Right word wi. Dense vector Ric|.

* ¢(wi): Embedding Word wi pre-trained with the Skip-gram model. Dense vector Rle|.

e cl(wl): Context Left of the primary word w1 in given documents.

« cr(wn): Context Right of the last word wn in given documents.

* W(I): Matrix that transforms the hidden layer (context) into the subsequent hidden layer.

* W(sl): Matrix that accustomed combine the semantic of the present word with the subsequent word’s
left context.

« {3 activation function with non-linear.

Equations

cA(wi)=f(WODcl(wi-1)+ WEDe(wi—-1)) --mmmmmmmmmmmmmeeeeee (1)



cr(wi)=f(W®cr(wi+1)+ WEDe(wit1)) -mmmmmmmmmmmmmmmmeeeeee ()

e (1),(2) show how to compute context vectors cl(wi),cr(wi).Note that the equations are
slightly different from vanilla RNN:

ht=f(Wxhxt+Wnnht—1)
xi=[cl(wi);e(wi);cr(wi)]--------m-mmmmmmmm o 3)

e (3) shows how to represent a word Wi

yi®® = tanh(W®@xj+b@))----mmmmmmmm oo 4)

e (4) shows how to compute latent semantic vector yi®"in which semantic factor will be
analyzed to the most useful factor for representing the text

Text Representation Learning
Use max-pooling layer converts texts with various length into a fixed-length vector.

Equations

Y®=max"i-1 yi® --- -- (5)

e (5) Exhibit the method to perform max-pooling. The k-th element of y® is the maximum

in the k-th elements of yi(z). The max pooling layer attempts to find the most important
latent semantic factors in the document.

(T A €)Y —— (6)
e (6) is output layer similar to traditional NN

exp(i4) 7)

Pi=
LTS exp(yk(4))

e (7) applies softmax function to convert the output numbers into probabilities
Training
Size Variables

e |V]: Vocabularyy size

e H: Hidden layer size

e O: Number of classes in this case it is 11.

Paramaters

o E: Word embeddings R lelxIV]



e b®:Bias vector RH
e b®: Bias vector RO
o cl™, er™m: Initial contexts Rl

e  Wo: Transformation matrix RH*(el*2c)
e W :Transformation matrix Ro,

. WO WO Rlelxic|

e WD WED. Rlelxlel

Objective
Arg max Y.p.plogp(class D|D, 6)

It is our objective to log-likelihood maximize the with respect to 8, where D is
the training document set and classp is the correct class of document D

Optimizer

d log p (classD|D,0)
a,0

00+«

Use stochastic gradient descendent to optimize objective
5. Experimental

The dataset used for classification is received from the Kaggle free open source repository. It is
a Tamil Wikipedia Document Dataset of eleven different categories. In this dataset includes four
different attributes, such as Document title and Document. These documents are collected and
manually classified before feeding into the system. In this dataset the given dataset is divided
into two groups. One group for training and another one group for test data.

5.1 Experiment Setup

A python program is developed with the Pytorch, nltk, Sklearn, Pandas, NumPy packages to
model the RCNN model to predict the predefined text categories. This prototype works well for
state-of-the-art data in the database. In this program, it will be able to expect only the RCNN
model alone. The system is configured to run in a standalone PC Environment.

5. Results and Discussion

The performance of the Tamil text classification arrangement can be appraised by using four different
standard metrics that is Precision, Recall, Accuracy, and F1 measure. Precision dealings the factualness of
the classifier system. A higher precision means less false positives, while a lower precision means false
positives.

Number of correct extracted text

Precison =
Total number of extracted text



Recall measures the completeness, or sensitivity, of a classifier. Higher recall means less false negatives,
while lower recall means more false negatives.

Number of correct extracted text

Precison =
Total number of annotated text

The correct classification instance measured by,

Number of correctly classified instances

Accuracy =
y Total Number of instances

A harmonic F1-measure is finding mean of recall and precision

2 * Precision * Recall

F1-M =
esure Precision + Recall

Table 1 Performance of Results Evaluation of RCNN System Testing Process

Label Precision Recall F1-Score Accuracy
1 92 90 90.99 91
2 90 91 90.5 92
3 91 92 91.5 93
4 92 93 92.5 91
5 93 91 91.99 90
6 91 90 90.5 91
7 89 91 89.99 92
8 92 92 92 91
9 90 93 91.48 92
10 91 91 91 93
11 92 93 94 95
Average 91.18 91.54 91.49 91.90

6. Conclusion

Tamil Text Classification is the one of the essential task in the Text Mining and Natural
Language Processing. Developing and acquiring more accurate results for Text Classification is
the challenging task. This paper proposes a novel RCNN model for Tamil Text Classification
into a fifteen pre-defined categories. In this method the classification accuracy is 91 percent and
above which is comparatively good as compared to the traditional classifiers.
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Abstract

Tamil Text classification is the most important task required in different tools and systems design
directly or indirectly. There are several methods available for Tamil text classification. Most of the existing
classification methods suffer in terms of design, speed, accuracy and etc. In order to overcome this problem
in this research an attempt is made to design a classification system with Gated Recurrent Unit, which is
faster, adaptive, etc. Also, the GRU's enactment on certain tasks of text classification, polyphonic music
modeling, speech signal processing and natural language processing is proved to be the best system. It
comprises of the reset gate and the update gate instead of the input, output and forget gate. In this process
of classification, at first the nouns, verbs are extracted and the term-frequency, inverse document frequency
are taken from the training and testing documents by eliminating the stop words. This input is given to the
Gated Recurrent Unit machine to generate classes. At first the system uses the Tamil daily newspaper
Dailythanthi dataset collected from the newspaper data for both training and testing. The standard measures
like, precision, recall and F1-mesuare are computed presented.

Keywords: Tamil text classification, speed, accuracy, Gated Recurrent Unit, Precision, Recall, F1 measure.

1. Introduction

Text classification is the one of the important task in text mining and information processing. It is also
challenging task while doing it for Tamil Language. Tamil text is a non-roman letter script and therefore
information processing needs additional steps to do any normal English like Language Processing. It means
that it is a multi-glyph based information processing system compared to English like languages. Text
Classification is the task of finding and assigning the given text into different classes. In a real time
environment text analysis, organizing, sorting text data set into different classes is a time consuming task.
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In the existing classification system most of the researchers use only conventional methods, like Naive
Bayes, K-NN, Decision Tree, SVM (Support Vector Machine), etc. Accuracy and the semantic validity of
the classified documents is the basic measure to decide the quality of the classification system. In this case
of conventional methods it is basically questionable. Therefore, in the recent times it is proved that the Deep
Learning algorithms played a vital role in information mining. In this work we attempt to classify
the Tamil Text using the GRU Machine. It Gated Recurrent Unit (GRU) is a gating instrument in
RNN gifted with learning order dependency in arrangement forecast difficulties.

The Tamil text classification process consists of the following processes:

1. Pre-processing: This includes the removal of stop words, word roots, punctuation marks, and the
removal of special characters. °

2. Characteristics extraction: It consists of a statistical methods and a linguistic methods to extract
relevant characteristics from documents in order to perform a classification.

3. Processing phase: the final phase of Tamil text classification, applies the text classification system
to the extracted features to classify documents into classes.

This paper made an attempt to classify the Tamil text documents in to 7 first level predefined
categories and each categories having additional sub-categories using Tamil daily newspaper
Dinamalar dataset collected from the Internet. The performance of the system is measured through
the standard normal text classification metrics. In this paper, Section 2 reviews the literature,
Section 3 describes basic News Categories of linguistic taxonomy of the Dinamalar News Paper.
Section 4 System Architecture Design in detail. Section 5 provides an overview experimental setup
in section, 6 explains the result and discussion. Section 7 concludes the paper with study of impact
of the News Paper.

2. Background Literature

The Tamil text classification has important tool for different mining and information retrievals
system. A vast amount of work has been carried out to classify the text worldwide by considering
its importance using different algorithms and modern tools. Several data sets are available on the
web, leading to the development of Tamil text Data Mining. This section deliberates works related
to text classification systems development.

1. Ramraj, S., etal., in 2020 [1] attempt to group the news story utilizing Convolutional neural
organization strategies. It is induced that Convolutional neural organization with pre-
prepared inserting's for Tamil language gives better classification contrasted with Support
Vector Machine and Naive Bayes prepared with TFxIDF highlight vectors. The accuracy,
review and F1 score for the class governmental issues is low when contrasted with other
two classes.

2. Tang, X. et. al in 2019 [2], develop an multi-scale CNN based GRU network for Chinese
text classification. during this except reducing the network parameters time parameters also
adjusted to adapt the system. during this the medical dataset accustomed validate the
effectiveness of the system.



3. Shujuan Yu, et. al., [3] attempted to classify the text using LSTM, GRU and CNN based
architecture for classification of text. The results of experiments shows that the
ABLGCNN model has faster convergence speedand better precision then the
opposite models.

4. Huaiguang Wu, Daiyi Li and Ming Cheng, in 2019[4] classified the larger Chinese text
using SVM and CNN methods. The text classification is distributed with the SVM multiple
classifier. The experimental results show that the CSVM algorithm is simpler than other
traditional Chinese text classification algorithm.

5. D. M. Harikrishna, K. Sreenivasa Rao in 2019 [5] classified stories of Indian languages
using Conventional methods, like KNN and SVM. It’s observed that Performance of the
classifier is evaluated using 10-fold cross-validation and effectiveness of classifier is

measured using precision, recall, and F-measure. From the classification results, it's
observed that adding linguistic information boosts the performance of story classification.

6. Muhammad Zulqgarnain, et. al., attempted to GRU based word embedding for text
classificaiton system. with Google snippets and TREC dataset. In comparing with the
traditional models like RNN, MV-RNN and LSTM this approach gives better results and
error rate also good.

7. A. Kalaivania, D. Thenmozhi, in [7] 2020 attempted to classify the mixed text, that Tamil
— English or Malayalam — English text using Dravidian-CodeMix-FIRE2020 Dataset. In
this work AWD-LSTM model with ULMFiT framework using the FastAi library dealing with the
detection and classification of sentiment.

3. Classification Categories

Dinamalar [9] is a daily evening Tamil newspaper. It is being published in various parts of Tamilnadu from
1951 onwards. It classifies the news article in to 7 Categories and the categories are shown in the following
hierarchical tree. Each categories having number of sub-hierarchy. In this process of classification the
given document is classified into one of the following Classification hierarchy tree shown in figure 1.
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In planned model first the Input of each document is estimated to identify the classes. The input
variable predicted through GRU model is the critical factor of Dinamalar Text data set.
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Figure 2 Architecture of Tamil Text Classification System using GRU Model



Text Corpus Acquisition

A good size dataset is typically required so as to get better classification precision of any machine learning
system. Dinamalar dataset is collected from the Internet. The dataset is a pre-classified into seven primary
categories, viz., News, Daily, Weekly, Spiritual, Photo, video and others. Under each category there are
number of sub-categories exists. The given document is pre-trained to classify the documents under these
sub-categories.

Tokenization

In this case of tokenization the words are gathered from the given text corpus by matching it with the
dictionary. The dictionary stores all related words or multiple words. Initially, it does a searching for the
particular words or multiple words and take into account, otherwise it will be truncated. In this present setup
356,791 word entries collected from the different Internet.

Normalization

Words are converted into Tamil Unicode equivalent text and this can enable the system to grasp the identical
meaning in Tamil universally in Tamil. Sometimes, Arabic alphabets, Non Standard Words may appear in
the text which can be expressed as regular expression. English words also appear in the document, which
are all processed and converted into Tamil text.

Stop word Elimination

There are number of functional words exists in the text, these words need to be eliminated. One such
functional words collected from Internet and directly used in the system. As of now there 219 such words
are identified and used in the system.

GRU Model

It is kind of neural network which is easier to recollect the past memory known as Gated Recurrent Unit
Memory (GRU). In GRU is like LSTM, which has two gates, reset gate and update gate and it uses hidden
state to transfer the information one state to another state.
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1. Reset gate — it gets the previous hidden time stamp and multiply with the present input and
weight and after that it will pass it to the sigmoid function. The sigmoid function transform
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In the hidden-state the trainable weight used for multiplying with element wise reset vector. It will
confine which values of previous time stamp can be retrained or eliminated from the hidden state.
At last a non-linear activation tanh function are applied and the result is obtained.



2. Update gate: As like Reset gate, update gate using the same formulae, otherwise the weight
given to multiply with the will vary and it is unique for different hidden states. This enable the
gates to serve as unique one.
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5. Experimental

The dataset used for classification is received from the Kaggle free open source repository. Itisa
Dinalar News Dataset News Articles of fifteen different categories. In this dataset includes four
different attributes, such as News Id, News Category, News Title and News. In this dataset the



given dataset is divided into two groups. One group for training and another one group for test
data. In case of training all attributes data items are taken and in case of testing the News Title
and News Article alone take for experimentation.

5.1 Experiment Setup

A python program is developed with the Keras, nltk, Scikit-learn, Pandas, NumPy, Tensorflow
packages to model the GRU model to predict the predefined text categories. This prototype works
well for state-of-the-art data in the database. In this program, it will be able to expect only the
GRU model alone. The system is configured to run in a standalone PC Environment.

5. Results and Discussion

The performance of the Tamil text classification system can be evaluated by using four different standard
metrics that is Accuracy, Precision, Recall and F1 measure. Precision measures the factualness of the
classifier system. A higher precision means less false positives, while a lower precision means false
positives.

Number of correct extracted text

Precison =
Total number of extracted text

Recall measures the completeness, or sensitivity, of a classifier. Higher recall means less false negatives,
while lower recall means more false negatives.

Number of correct extracted text

Precison =
Total number of annotated text

Accuracy measures the overall degree of which instances have been correctly classified,

Number of correctly classified instances

Accuracy =
y Total Number of instances

A weighted harmonic measure mean of precision and recall is F1-measure, is the rate of a system with one
unique rating.

2 * Precision * Recall

F1-M =
esure Precision + Recall

Table 1 Performance of Results Evaluation of GRU System Testing Process

Label Precision Recall F1-Score Accuracy
1 97 98 99 98
2 97 98 99 98
3 97 98 99 98
4 98 98 99 98
> 96 97 97 97
6 97 98 99 98
7 96 96 93 96
Average 96.85 97.57 97.85 97.57




6.

Conclusion

Tamil Text Classification is the one of the essential task in the Text Mining and Natural Language
Processing. Developing and acquiring more accurate results for Text Classification is the
challenging task. This paper proposes a novel GRU model for Tamil Text Classification into a
fifteen pre-defined categories. In this method the classification accuracy is 97 percent and above
which is comparatively good as compared to the traditional classifiers.

7.
1.

References

Ramraj, S., Arthi, R., Murugan, S., & Julie, M. (2020). Topic categorization of Tamil news articles
using PreTrained Word2Vec embeddings with Convolutional neural network. 2020 International
Conference on Computational Intelligence for Smart Power System and Sustainable Energy
(CISPSSE). https://doi.org/10.1109/cispsse49931.2020.9212248.

Tang, X., Chen, Y., Dai, Y., Xu, J., & Peng, D. (2019). A multi-scale Convolutional attention based
GRU network for text classification. 2019 Chinese Automation Congress (CAC).
https://doi.org/10.1109/cac48633.2019.8996433.

Yu, S., Liu, D., Zhu, W., Zhang, Y., & Zhao, S. (2020). Attention-based LSTM, GRU and CNN for
short text classification. Journal of Intelligent & Fuzzy Systems, 39(1), 333-340.
https://doi.org/10.3233/jifs-191171.

Wu, H., Cheng, M., & Li, D. (2019). Chinese text classification based on character-level CNN and
SVM. International Journal of Intelligent Information and Database Systems, 12(3), 212.
https://doi.org/10.1504/1j11ds.2019.10024507.

Harikrishna, D. M., & Rao, K. S. (2020). Children’s story classification in Indian languages using
linguistic and keyword-based features. ACM Transactions on Asian and Low-Resource Language
Information Processing, 19(2), 1-22. https://doi.org/10.1145/3342356.

Zulgarnain, M., Ghazali, R., Ghouse, M. G., & Mushtaq, M. F. (2019). Efficient processing of GRU
based on word embedding for text classification. JOIV : International Journal on Informatics
Visualization, 3(4). https://doi.org/10.30630/joiv.3.4.289.

Kalaivania, D. Thenmozhi, (2020), @Dravidian-CodeMix-FIRE2020: Sentiment Code-Mixed Text
Classification in Tamil and Malayalam using ULMFiT, FIRE 2020: Forum for Information Retrieval
Evaluation, December 16-20, 2020, Hyderabad, India.

www.kaggle.com

www.dinamalar.com




SENTIMENT ANALYSIS AND OPINION MINING
FOR TAMIL TEXT

Sanjjushri Varshini R
2 nd year,B.Tech Artifical Intelligence and Data Science
Chennai Institue of Technology

Email: sanjjushrivarshini@gmail.com

Priyadharshini R
2 nd year,B.Tech Artifical Intelligence and Data Science
Chennai Institute of Technology

Email:; priva35471(@gmail.com

A K Supriya
2 nd year, B.Tech Artificial Intelligence and Data Science
Chennai Institute of Technology

Email: suprivakumarvel2003@gmail.com

Marimuthu Madhana Laxmi
2 nd year,B.Tech Artifical Intelligence and Data Science
Chennai Institute of Technology

Email: mahalaxmi2807@gmail.com

Dr.J.Venkatesh
Professor, Centre for System Design, Chennai Institute of Technology

Email: venkateshj@citchennai.com

84


Vasu Renganathan
84


Abstract:

Sentimental Analysis is a type of the processing of Natural Language Processing
(NLP) to track the public mood to a certain law, policy, or marketing, etc, which
are posted on social media. The overall growing importance of sentiment analysis
is connected with the development of social media such as reviews, Twitter, blogs,
micro-blogs, forum discussions, e-commerce websites, and other social networks.
In day-to-day life, it is difficult to analyze all the reviews in another language
(Tamil) manually, so we came up with the idea of sentiment analysis for Tamil
text. It is not only enough to analyze the English text, we need to consider other
language reviews to come up with the exact result of the particular product. Most
of the people just ignore the Tamil language reviews, we focused on it to give
importance to Tamil language opinions. The main aim presents a survey of
sentiment analysis (SA) and opinion mining (OM) approaches, various techniques
used that are related to this field for Tamil text.

Keywords: Sentiment Analysis, Natural Language Processing, Tamil
Language, Opinion Mining. to

Introduction:

Sentiment analysis and opinion mining are machine learning subfields. They are
crucial in the current situation because there are so many user-generated texts
available. Natural language is extremely unstructured and hence it is a difficult
problem to solve. It is exhausting to work with a machine as the interpretation of the
meaning of a particular sentence by a

The machine is tiresome. . However, the use of sentimental analysis is increasing
day by day. Every day, the amount of analysis grows. Machines have to be built in
terms of their ability to interpret and comprehend, it is dependable and efficient.
Emotions and sensations in humans Analysis of public opinion and opinion mining
is a method of implementing the same.

Because of the expansion and advancement of informatics, many e-Commerce
websites exist where individuals may discuss their thoughts on items and services.
Consumer feedback is a treasure trove of information in the present age. For both
businesses and people, there are thousands of products to choose from On the
internet that several merchants have presented. For example,

flipkart.com registers a total of more than 36 million products, Shoper.com records
more than 5 million products from over 3,000 dealers. The user*s hunger is for and
dependence upon online advice and recommendations the data reveals is merely one
reason behind the emergence of interest in new systems that deal directly with
opinions as a first-class object. The user's desire for and reliance on online advice
and recommendation is just one reason for the growing interest in novel systems that
deal directly with opinions as a first-class object.



Reasons WHY we need this project:

Sentiment analysis is becoming a crucial tool for monitoring and
understanding client sentiment as they share their opinions and feelings more openly
than ever before. Brands can learn what makes customers happy or frustrated by
automatically evaluating customer feedback, such as comments in survey replies and
social media dialogues. This allows them to customise products and services to
match their customers' demands.

For example, employing sentiment analysis to examine 4,000+ customer
satisfaction surveys about your product could help you figure out if customers like
your pricing and customer service.

Perhaps you'd like to track brand sentiment on social media in real-time and
over time so you can see angry customers right away and respond quickly.

Hence it is much more important to analyse the sentiment of text in the Tamil
language also.

The multinomial Naive Bayes classification algorithm is commonly used as a
starting point for sentiment analysis. The core idea behind the Naive Bayes
technique is to use the joint probabilities of words and classes to find the probability
of classes given to texts. So we have used the Naive Bayes model.

Dataset Description:

A glimpse of data:
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We collected our data in a short duration of time from media like Amazon, Flipkart,
Goodreads, etc. We focussed only on Tamil book reviews in the Tamil language
from different users and different genres of books. Our dataset consists of rows
around 400 which have mixed feelings from the user i.e., positive or negative.

Sentimental Classification:

Much study has been done on user sentiment analysis, which mostly judges the
polarities of user evaluations. Sentiment analysis is frequently used in this research
at one of three levels: document level, phrase level, or attribute level. According to
the literature review, there are two types of sentiment analysis techniques: machine
learning and semantic orientation. Furthermore, natural language processing
techniques (NLP) are employed in this field, particularly in the identification of
document sentiment. The sentiment analysis machine learning strategy is largely
related to supervised classification in general and text classification techniques in
particular. As a result, it's known as "supervised learning." A machine learning-
based categorization requires two sets of documents: a training set and a test set. An
automatic classifier learns the differentiating properties of documents using a
training set, while a test set is used to assess the automatic classifier's performance.
To categorise the reviews, a variety of machine learning approaches were used.

Machine learning techniques like Naive Bayes (NB) have achieved great success in
text categorization. The other most well-known machine learning methods in the
natural language processing area are K-Nearest neighbourhood, ID3, C5, centroid
classifier, winnow classifier, and the N-gram model. Naive Bayes is a simple but
effective classification algorithm. The Naive Bayes algorithm is a widely used
algorithm for document classification. The basic idea is to estimate the probabilities
of categories given in a test document by using the joint probabilities of words and
categories. The naive part of such a model is the assumption of word independence.
The simplicity of this assumption makes the computation of the Naive Bayes
classifier more Efficient.



Sentiment classification is accomplished by building a text classifier from
association rules that link the terms of a document to its categories, and then
modelling the text documents as a collection of transactions, with each transaction
representing a text document and the items in the transaction representing the terms
selected from the document and the categories to which the document is assigned.
The algorithm then looks for connections between the words in documents and the
labels that have been assigned to them. Each category is treated as a distinct text
collection to which association rule mining is applied. The classifier is formed by
combining the rules generated by each of the categories independently. The training
set 1s then utilised to evaluate the classification quality, and the number of rules
covered and attributive probability are used to categorise the test text documents.
Using generalised expectation criteria, the labelled features are used to constrain the
model's predictions on unlabeled cases. The un-annotated text is then supplied into
the self-learned features extractor, and the documents labelled with high confidence
are fed into the initially-trained classifier using generalised expectation to acquire
domain-dependent features automatically. Following that, the self-learned features
are used to train a new classifier, which is then applied to the test set to get the final
results.

A few recent studies in this field explained the use of neural networks in sentiment
classification. Zhu Jian (2010) proposed an individual model based on Artificial
neural networks to divide the movie review corpus into positive, negative and fuzzy
tones which are based on the advanced recursive least squares backpropagation
training algorithm. Long-Sheng Chen (2011) proposed a neural network-based
approach, which combines the advantages of machine learning techniques and
information retrieval techniques.

Semantic Orientation:

Since it does not require prior training to mine the data, the Semantic orientation
approach to Sentiment analysis is regarded as "unsupervised learning." Instead, it
assesses a word's proclivity for positive and negative connotations. Many studies on
unsupervised sentiment categorization make use of the lexical resources that are
accessible.

Role of negation:

Negation is a prevalent linguistic construction that influences polarity and, as a
result, must be taken into account in sentiment analysis. Not only do typical negation
words (not, neither, nor) express negation, but so do other lexical components. Many
more words, such as valence shifters, connectives, and modals, have been discovered
to invert the polarity of an articulated opinion, according to field research. “I find



the functioning of the new mobile less practical,” as an example of valence shifter;
“Perhaps it is a terrific phone, but I fail to see why,” as an example of connectives'
effect. "In principle, the phone should have worked even underwater," is an example
of a modal statement. Negation is a challenging but vital part of sentiment analysis,
as these examples demonstrate. The most well-known work in sentiment analysis is
an examination of the influence of various scope models for negation. Using static
delimiters, dynamic delimiters, and heuristic rules centred on polar expressions, a
scope identification approach to handle negation was developed. Static delimiters
are clear words that mark the beginning of another phrase, such as because or unless.
Dynamic delimiters, on the other hand, are rules that rely on contextual information
such as the part-of-speech tag. These delimiters appropriately account for a variety
of complex phrase patterns, ensuring that only the clause containing the negative is
taken into account. The heuristic rules focus on cases in which polar

expressions in specific syntactic configurations are directly preceded by negation
words which result in the polar expression becoming a delimiter itself.

Sentiment analysis has been a trendy issue in data mining, with extracting opinion

features being a vital step, thanks to the growing amount of opinions and reviews on
the internet. Sentiment analysis has been too coarse at both the document and
sentence levels to discern precisely what users like and dislike. To overcome this
issue, sentiment analysis at the attribute level aims to extract opinions on specific
attributes of products from reviews.

Online advertising, hotspot detection in forums, and some applications of sentiment
analysis. Online advertising has evolved into one of the most important revenue
streams in today's Internet economy. Sentiment analysis has recently been used in
dissatisfaction-based internet advertising and Blogger-Centric Contextual
Advertising, which refers to the placement of personal ads on any blog page based
on the interests of the bloggers. When confronted with massive amounts of online
material from a variety of online forums, information searchers sometimes find it
challenging to extract reliable and valuable information. This has prompted a study
into identifying online forum hotspots where relevant information is swiftly
disseminated to individuals seeking it. Nan Li (2010) developed a sentiment analysis
approach to provide a complete and timely description of the interacting structural
natural groupings of distinct forums, allowing for dynamically efficient hotspot
forum finding. Companies must acquire and analyse information about their
competitors' products and plans to identify potential hazards. Sentiment analysis
plays an important role in competitive intelligence by extracting and visualising
comparative relations between products from customer reviews, taking into account
interdependencies among relations, to assist businesses in identifying potential risks
and developing new products and marketing strategies. Opinion summarization
analysis articles' viewpoints by indicating sentiment polarities, degrees, and
associated events. With an opinion summary, a customer may quickly learn how
other customers feel about a product, and the manufacturer can learn why various
individuals enjoy it or what they dislike about it. Opinion extraction algorithms at
the word, phrase, and paragraph level are offered. The topic of relevant sentence
selection is discussed, followed by a summary of topical and opinionated material.
Opinion summarizations are visualized by representative sentences. Finally, an



opinionated curve showing supportive and non-supportive degrees along the
timeline is illustrated by an opinion tracking system. Other applications of
sentimental analysis include online message sentiment, filtering-mail sentiment
classification, web blog author®s attitude analysis etc.

Naive Bayes :

One of the most effective algorithms for categorising documents is Naive
Bayes24. It has been widely employed in the field of information recovery, and it
has recently been applied in machine learning research25. The Bernoulli model and
the multinomial model have gotten a lot of attention in recent years26. The integer
feature is represented by the multinomial template to represent the document,
whereas the Bernoulli model vector of binary features is obtained from the
document27.

To apply a basic assumption to the Bayes' theorem, namely, feature independence.
So now we've separated the evidence into its component elements.

If any two occurrences A and B are independent of one another, then

P(A,B) = P(A)P(B)
Hence, we reach the result:

Pz P{zz|y)...Plxy, [y) Ply)
Plae ) Plx2)...P{an)

Plyley,...,z,) =

which can be expressed as:

PlryyPlea).. . Plxy)

Plylzy,....xp) =

Now, as the denominator remains constant for a given input, we can remove that
term:

Ply|zy,...,xn) o Ply) [T, Plxily)

Multinomial Naive bayes multinomial classification:

Multinomial naive Bayes is a specific variant of naive Bayes that is designed to
handle text documents and uses word counts as the underlying mechanism of
probability calculation. It's a basic yet straightforward methodology for dealing
with classification tasks that don't need sentiment analysis (complex expressions of
emotions such as sarcasm). For example, you have a collection of classes that
represent school topics based on an arbitrary document inside your set of classes
(mathematics, art, music, etc..).You are given a document with words that are
strongly connected to art since they utilised a lot of keywords, but there may also
be some mathematics, history, and other subjects, but after going through all of the
classes and calculating their probabilities, it comes out that it is most likely art.



You can create an accurate or almost correct classification model even with a small
amount of test data.

Your categorization results should all fall into the same category.

For example, if your collection of classes includes Math, Science, and History,
your outcomes should only be Math, Science, or History, not Music.

Methodology :

Flowchart:
f )
===
! > Model Development
—»‘. Training data !
- ‘ Performance
DATA »  measures/:
—_— e | 1. Accuracy
d ) 2 Precision
l B ] 3 Recall

Model Evaluation
—)‘i Test data

The suggested system's design is depicted in the diagram. The reviews of various
Tamil books are gathered from various online book stores and e-book sites, then
organised, examined, and manually categorised as good or negative. These
categorised reviews are sent into the system as training data. From the training
data, the properties are extracted. Multinomial Naive Bayes is used to develop a
model. Book reviews are gathered and organised to test the system. The system
receives the model file as well as the testing data as input. The reviews are
classified using the Naive Bayes algorithm.

Result :

The final result is obtained and shown below,



precision recall fi-score support

negative 1.00 . 10
neutral 0.00 . 3
positive 0.86 . 73

accuracy
macro avg

weighted avg

How to improve the same in future:

In the last decade, sentiment analysis has become a popular idea in a variety of fields
of study. Many scholars are working to develop a system for predicting sentiment
analysis in a variety of domains. Microblogs, blogs, Facebook, Twitter, and other
social media sites are popular data sources that collect relevant information. From
the literature study, it can be concluded that for sentiment analysis of bigger datasets
made to be accurate and efficient we need to make use of the distributed approach.

In addition, research activity may be used in a logical order to get better outcomes
in this subject. Many additional feature selection approaches can be investigated in
the future. The additional study can be carried out to assess the impact of a variety
of regions and domain-based elements. Extending the use of sentiment analysis to
other domains might provide some intriguing results. More n-grams and feature
allowances can be employed in the future, resulting in higher accuracy than the
existing ones. The focus of this study is on identifying qualities that exist in the form
of nouns or nominal phrases in the assessments. The implicit feature analysis is
saved for further use. Because ensemble learning procedures need a lot of calculation
time, parallel computing methods can be used to solve this problem. The lack of
outcome portrayal is a major limitation of ensemble learning systems, and the
information received by ensembles is difficult to comprehend. As a result, improving
ensemble interpretability might be an important research direction. Future opinion
analysis structures will require a larger and more detailed general knowledge base,
which will allow for better treatment of natural language views and a more effective
connection between multimodal and machine-sensible data. Additional bio-inspired
methods to design intelligent opinion analysis structures capable of handling
semantic information, analogy creation, learning actual information, and perceiving,
identifying, and sensing emotions will result from combining scientific theories
about emotion with applied technology targets to analyse sentiments of natural
language script.



Conclusion:

We'll end our paper with a quote: "If there is an algorithm that characterises human
behaviour, emotional analysis is unnecessary." Our major objective in this research
is to attain accuracy in determining an individual's positive and negative attitudes,
for which we have gotten results via text mining. The sentimental approach gives a
simple concept of how to analyse a certain individual's behaviour and make a
judgement in a few stages to reflect that individual's perspective. Humans are now
free to publish or remark on every issue that arises anywhere in the globe, thanks to
the power of social networking. There may be certain ideas that aid in the
development and evolution of the community or even the country. It is quite tough
to extract such useful ideas from unstructured and random data and therefore swiftly
arrive at a choice.
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Abstract -

Tamil is one of the oldest language in the world and recognized as a classical language in India, Long
living Tamil literature Tholkappiyam, being the extant Tamil grammar. According to the Archaeological
survey of India (ASI), Tamil language has the maximum number of inscriptions than other Indian
languages, and the script has changed over the period of time and the modern tamil script has completely
changed from ancient scripts. This paper proposes computer aided techniques to recognize ancient tamil
characters with the help of convolution neural network. Deep learning in Artificial Intelligence(Al) has
emerged in the recent decades due to availability of data and computation capability. It is time to decode
ancient Tamil scripts and inscriptions by leveraging modern computer science as an epigraphist. Deep
learning techniques outperforms excellent results with image, audio, video recognition and generative
techniques in recent years. Tamil script has a vast history of changes in the last twenty centuries. In every
century, there has been a change in scripts which is challenging even for the experts to read and recognize
the script. Leveraging technology definitely would help both experts and common man to understand the
scripts most correctly. The key work of this paper is to recognize the ancient tamil vowels which had

different writing forms over the period of change.
Keywords - Convolutional Neural Network, Recognition of Tamil Inscription, Deep Learning

1. INTRODUCTION

1.1. Tamil language

Tamil is one of the ancient literary language and widely spoken by the Tamil people in India, Singapore,
Malaysia and Srilanka. Tamil is an official language of the sovereign nations of Sri Lanka and Singapore,
the Indian state of Tamil Nadu, and Puducherry[1].The earliest literary works in the Dravidian languages
were in Tamil.

1.2. Ancient Tamil Script

In ancient days, Tamil ancient scripts written in Palm-leaf [olai suvadi, In Tamil:@m&)é:&r@_ll.q.], Hero
Stone [veerakkal also known as nadukal, In Tamil:ﬂ;@&:d) (9 G)ﬂJ' &56V], Inscription [kalvettu, In
Tamil:&iGi)QG)_ll;@] and Copper-plate inscription [seppedu In Tamil:Q&UGU@] [2]. Of these, no traces
of prehistoric scripts are available; Only recent several hundred years old inscriptions have been found.
Among them, we call the scripts used to write the Tamil language as Tamil [in Tamil:g;LmQ], Tamizhi [in

Tamil:’&_')Lm@], Tamil Vattezhuthu [in Tamil: gyLﬂQ GHI;QLQ.Q’&:)@].
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In the third century (BC 3), king Ashoka ruled in northern India, During the reign of Ashoka, the Brahmi
script was used there and the cave inscriptions in Tamil land dated back to the same period of Ashoka
reign, Cave inscriptions are very helpful in understanding the ancient script of the Tamil language. There
are two opinions on the naming of the written forms in these inscriptions. A few refer to it as Tamizhi[in
TamilzgpLﬁ]@]. Others refer to it as Tamil-Brahmi. Iravatham Mahadevan who is known for his
decipherment of Tamil-Brahmi inscriptions and expertise on the epigraphy of the indus valley civilisation,
he calls it as Tamil-Brahmi [ in Tamil: g)Lﬁ]Q Ij]I]ITLﬁ]]D].

It is customary and believed to assume that any linguistic writing form is the same as the pictorial writing
form in the early days. There is not enough evidence to know the evolution of the Tamil script, we have
studied before from the beginning. Similarly, the next stage of development of Tamil writing could not be
known. Table 1.1, Table 1.2, Table 1.3 illustrates the Tamil brahmi scripts and modern Tamil scripts, these
examples have vowels, consonants and vowel-consonants scripts. Tamil language is an abugida

segmental writing system which is a sequence of writing consonants and vowels in a single unit.

Modern Tamil Scripts (Vowels)
2 UTJ 6T(LPSH SIS S Sl o), @) IT 2 261 6T 6] & 69 62

Tamizhi or Tamil-Brahmi scripts

Ad .- FLLDPDDLTL

Tablel.l. Tamil Brami and Modern Tamil scripts (vowels)

Modern Tamil Scripts
(consonants)

o ufiy & Rl & @p L [h & 66 LI LD LI ] 60 61 LD 61T ) 60T
615 SIS e

Tamizhi or

Tamil-Brahmi scripts +LdhRCLAILBLIYSEE KK L

Tablel.2. Tamil Brami and Modern Tamil scripts(consonants)

Modern Tamil Scripts
2 UNFALLI 6T(LDSH SIS S & &IT & & & 8o 08 C& & Q&M GCaT

Tamizhi or Tamil-Brahmi scripts

+FFFttrrTFF

Tablel.3. Tamil Brami and Modern Tamil scripts(vowel-consonants)



1.3. Convolutional Neural Network (CNN)

Convolution Neural Network (CNN) is an architectural approach in neural networks, The structure of
convolutional neural network combined with convolution, activation, and pooling operations and
extended to fully connected layer followed by classification which is a softmax layer. Convolutional

neural network (CNN) is inspired by the human biological neural process of. multilayer perceptron[4].

2. LITERATURE SURVEY

The prototype proposal in “Conversion of Early Tamil Brahmi Characters into Modern Tamil Characters
Using Template Matching Algorithm" authored by Mageswaran et al. [7] unblock certain grey areas in
character recognition of an ancient scripts, this uses various techniques such as acquisition, threshold,
clustering and filtering, the key approach used here is template matching approach which is a referring
point in 3-D spatial region followed by convolution neural network. This prototype has an achievement

recognition of characters belonging to AD 2 to AD3[5].

Subadivya S et al, International Journal of Computer Science and Mobile Computing, Vol.9 Issue.6, June-
2020, “Tamil-Brahmi Script Character Recognition system using Deep Learning Technique” [6], The
proposed system uses regular preprocessing techniques followed by CNN and Dataset has been created

manually, it resulted 94% accuracy.

Lalitha Giridhar, Aishwarya Dharani, Velmathi Guruviah, "A Novel Approach to OCR using Image
Recognition based Classification for Ancient Tamil Inscriptions in Temples"[7], this work has a good
attempt to decipher the ancient Tamil scripts between 7 tol2th centuries, involves multi skills and multi
layered approach from reading script to delivering as an audio file. Again the challenge is dataset creation

which is done manually using the Slicer library from Python programming language.

S.Rajakumar, .V.Subbiah Bharathi, "Century Identification and Recognition of Ancient Tamil Character
Recognition",International Journal of Computer Applications, This paper attempt to identify the century
of the Tamil character being used and translate the ancient scripts to readable modern script, fuzzy filter

and segmentation based clustering is being used for the classification technique[8].

M. Merline Magrina, "Convolution Neural Network based Ancient Tamil Character Recognition from
Epigraphical Inscriptions", proposed a system that is well organized in identifying the Tamil ancient
character of the 12th century. A simple CNN architecture method is used for performance and to reduce
the computational cost. Bounding box method used to segregate the character and noise removal methods

and other preprocessing techniques used to classify the character[9].



3. MATERIALS AND METHODS

3.1. Dataset

It is well known, the dataset for ancient script ise challenging and not available in complete and clean set

in any of the forums, but the papers being published on character recognition on Tamil ancient scripts

have used the dataset which are created by individuals of authors. Most of the research work on ancient

script recognition refers to Tamil-Brahmi letters which are dated between 3 BC to 3 AD. Our research

work is trying to recognize all the ancient letters found which are prior to modern character. Ancient

scripts for the last 20 centuries given in Table 3.1.[10]

Century [ BC3 AD2 AD3 AD4 ADS | AD6 AD7 | AD8 | AD9 | AD10
S . B < < I - - I O R

Century [ AD11 | AD12 | AD13 | AD14 | AD15 | AD16 | AD17 | AD18 | AD19 | AD20
SO O O I A O - I ™ T T

Table 3.1. Tamil ancient script writing method of the letter ‘3|’ for 2000+ years

Tamil vowels have changed and evolved every century to reach modern characters which are in use now.

In order to recognize the character irrespective of the century, the model to recognize and understand the

letters used in different timelines is the same.

3.2. Proposed system

Text Image - Input

R

Binarization, Skewing

Image Preprocessing

Y

Segmentation

Training, Optimization

Classification

Figure 3.1 Proposed System

The proposed system has been implemented with various techniques in preprocessing that removes noise

followed by segmentation to split the characters from the texture script, lastly classification with manual

accumulation on top of softmax computation. Figure 3.1 illustrates the proposed system that has been

discussed in the subsequent sections of this paper.



3.3. Preprocessing Techniques
The object of preprocessing technique helps to distinguish the character from the source image and the
source image could be in any form such as stone inscriptions, palm writings etc.. Extracting characters
from the sources of centuries is really difficult, we use few preprocessing techniques to overcome the
challenges.
3.3.1. Binarization
Binarization techniques can be used in image preprocessing in order to recognize or detect the input
image. Binarization works based on thresholding methods. The most popular binarization technique is
Local binarization that calculates for each image pixel the mean and the standard deviation of gray
scale value of the neighboring pixels[13]. Threshold is defined as T,

Threshold T = Mean + k * Stdev
Where Mean is average value of the pixel in the local area, stdev is the standard deviation of the same

pixel, and k is a constant

Figure 3.2. a) Original Image b) GrayScale c) Mean d) Gaussian

3.3.2 Skew correction
Inscriptions are handwritten and the alignment of the texture changes also the surface where inscriptions
are written would not be an even space, some of the characters would give different translation if tilted

slightly, thus the skew correction is required.



Figure 3.3. Skew correction

3.4. Segmentation

Segmentation of character would be the series of processes which goes by the order of segment the lines,
segment the words and segment the characters. Histogram projection methods use content frequency plot
to differentiate the characters. Vertical and Horizontal histogram used for the segmentation techniques.
3.5. System Architecture

CNN also known as convolutional Neural Network is used for classifying the ancient tamil inscription
characters. In general, convolutional neural networks consist of convolutional and pooling, and fully
connected layers.A convolutional layer is used for feature extraction from a given input image with
spatial information, therefore CNN preserves the relationship among pixels. Convolutional layer uses
certain properties such as Filter or Kernel which is a feature map, Stride and Padding. Pooling layer is
used for image compression, Pooling layer uses max pooling. The fully connected layer converts the
matrix information to a vector which is given to softmax for classification. CNN architecture for the
proposed system is in Figure 3.4. CNN is used mainly for not losing the spatial property which produces
higher accuracy than a fully connected layer which is a highly complex model. CNN performed well in
the last two decades in image processing techniques and won in contests for the outstanding performance

in recent years.
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Figure 3.4. Proposed CNN Architecture
The application of convolutional layer convolves an input image with kernels to get a feature map,Unit in
a feature map is connected to the previous layer through the kernel's weight and the weights of the kernels
are optimized for best during the training by backpropagation method, non-linear activation(ReLu) will be
applied on each neural output and the Rectifier linear units (ReLU) represented as[4] ,
f(x) = max(0,x)

Rectifier linear units (ReLU) became a most popular and faster activation function as of 2017 for deep
neural networks.Comparatively, ReLu is faster than sigmoid and tanh activation functions. Fully
connected layer will be used once the convolution operation is completed, meaning the matrix will be
converted to a vector and it will be sent to the fully connected layer. Pooling is a strategy for
downsampling the image with spatial information, Figure 3.5. demonstrates max pooling of 4X4

matrices.

32 11

Figure 3.5. max pooling of 4X4 matrix

Lets see some of the additional techniques used along with CNN in order to optimize the model for high
accuracy such as padding, Batchnomalization, dropouts. Image padding introduces additional pixels
around four sides of the matrix and it is used to detect spatial structures in the boundary of the image. The
major advantage of CNN compared to traditional machine learning models is to detect features
automatically without any human intervention whereas traditional models have a person intervention in

feature extraction meaning CNN can learn features by itself from the given pictures of any.



3.6. Proposed Convolutional Neural Network and Implementation Details

The Convolutional Neural Network (CNN) architecture is shown in Table 3.1, In this paper, we propose a
fixed input size 32x32 pixels and 3 channels. We used the first convolution with 3x3 kernel size and 32
filters, followed by a max pooling with 2x2 pixels, similarly the second convolution with 3x3 kernel size
and 64 filters followed by a max pooling 2x2 pixels, Rectified Linear unit (ReLu) used as a activation
function in this architecture. Optimizer used to modify the CNN attributes such as weight and learning
rate, Adam is used as optimizer in the proposed system.Also we used sparse categorical cross entropy
which will match the most likely similar or matching category whereas categorical cross entropy uses

on-hot matching. Dense layers used in last layers for classification.

Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 30, 30, 32) 896
max_pooling2d (MaxPooling2D) (None, 15, 15, 32) 0
conv2d 1 (Conv2D) (None, 13, 13, 64) 18496
max_pooling2d 1 (MaxPooling2 (None, 6, 6, 64) 0
conv2d 2 (Conv2D) (None, 4, 4, 64) 36928
flatten (Flatten) (None, 1024) 0

dense (Dense) (None, 64) 65600
dense 1 (Dense) (None, 7) 455

Total params & Trainable params : 122,375

Table 3.1. Proposed-CNN architecture model summary

3.7. Experimental Setup and Result Analysis

As explained in the previous section, the model has been trained with 10 epochs, that gives more than
90% accuracy, and an increase in epoch results in more accuracy with the given model, with the above
model the results are observed as - loss: 0.2190 - accuracy: 0.9266 - val loss: 0.2201 - val_accuracy:
0.8873, Figure 3.6 shown the comparison plot between training and validation results. Since the

difference between training and validation results shows less difference in accuracy and loss parameters,



the model could be most appropriate.. In addition to accuracy and loss, there are other parameters such as

performance and confusion matrix resulting in better performance. On an average each epoch takes 30ms

to 50 milliseconds. Figure 3.7 shows accuracy and loss tensorLog during the training of the model.

Python programming language and tensorflow framework have been used for this implementation and

results. The overall test loss and test accuracy as given below based on the model training in Figure 3.7.

Test loss: 0.23422138392925262

Test accuracy: 0.9428571462631226
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Figure 3.6. Result comparison between Accuracy & validation accuracy and Result comparison between

loss & validation loss
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Figure 3.7 . The TensorLog during training the model showing loss and accuracy
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3.8. Comparison with other methods

Comparison of similar work, that is recognition of ancient tamil scripts shown in Table 3.2, Every century
has its own style of character, but the work proposed in the papers have different parameters, and it cannot
be compared directly thus the method and dataset used have been provided for the high level comparison.

Every work given the table 3.2 has significant improvement based on the parameters considered.

Authors Methods/Dataset Accuracy

S. Mageshwaran et al. [5] Template Matching Approach, CNN /Tamil-Brahmi -
characters of between AD2 and AD3

Subadivya S et al. [6] CNN, Natural Language Processing 94.6%
Lalitha Giridhar et al. [7] OCR,CNN, Google translator 77.7%
S.Rajakumar et. al [8] Fuzzy median filters, Neural network, Clustering -

M. Merline Magrina et al. [9] Bouncing Box character Recognition, CNN / 98.61%

Recognition of 12 AD characters

Our Approach CNN, Softmax accumulation / Manually created data 92.66%
set for the centuries from BC3 - AD19, Tamil Vowels

Table 3.2. Comparison summary with similar work

Our approach uses the dataset for twenty plus years of century characters which has a change in every
century. By combining the results, the model is classifying the characters if there is a similarity in
scripting.

3.9. Extension of softmax layer

The softmax layer is a classification layer in Convolutional Neural Network that turns the vector real
value into a vector of values whose probability distribution sum upto the value 1. The example of
probability distribution given as follows for letter ‘&|’, and the computation of softmax value is 1. highest

value is considered as classified result,

zi Where z is input vector to the softmax function

, e
G(Z )l - k5 K is number of classes in multi-classification

In the proposed system we classify the character of 2000 years of characters that varies in every century.
We grouped similar strokes of the vowel ‘&|” into 6 different classes, instead of making it as a single

class as classified in table 3.2. Sum of sub classes of parent vowels are considered for classification which



results in maximum accuracy and it reaches more than 90%, by adding more dataset would help to
increase the accuracy, in this case for the vowel ‘&|’, we created 6 subclasses.This approach slightly
increases the computation time Recognition of vowels resulting in 12 classes but the softmax layer will
have more than 12 classes which are subclasses of parent classes. The classification of softmax grouped

computation is given in Table 3.3.

Class 1 (BC 3 to AD 4)

Class 2 (AD 5) 4

Class 3 (AD 6) 2

Class 4 (AD 7) ¢l

Class 5 (AD 8 t0 AD 12) | oy |5y 151 g4 |4

Class 6 (AD 13 to AD 20) 1:19{ 2 [ A SIEICEE

0 50 100 150 200

50

Table 3.2. Grouping of similar character set

4. CONCLUSION AND FUTURE WORK

In this paper, character recognition of Tamil ancient script is demonstrated. The proposed method to
classify the ancient tamil character using Convolutional Neural Network with extended grouped classes
technique that helps softmax accumulation to increase the accuracy of classification. Softmax
accumulation can be used as optional and it depends on the accuracy and helps to break the tie if any.
Thus the accuracy increases significantly than other methods which deal with single classes for a
character. Also proposed experiment trained and tested with manually created dataset and only with
vowels, we are further inspired to think and extend this work to consonants and vowels-consonants along

with actual inscriptions.
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Abstract:

Sentiment Analysis is gaining popularity in mood mapping the people using the advances of Artificial
Intelligence. Many elections are being predicted using the texts collected the micro blogging site twitter.
Decision Tree based architectures were tried on 2019 Indian General Election and 2020 Delhi Election
predictions. When a preliminary study was done to predict the Tamil Nadu State Assembly elections held
in May 2021, the data collected indicated a need for translingual support for predicting the sentiment of
people during the course of poll campaign. Since this election is predominantly revolving around a majority
Tamil speaking heartland, a new architecture was developed and analyzed. The results using a proposed
translingual architecture predicted was close to the actual results and the statistical insights to prove this
method shows the evidence that this method is better than qualitative and quantitative surveys done by
media for pre poll and exit poll prediction.

Keywords: Sentiment Analysis, Election Prediction, Indian Election, Opinion Mining
Introduction

Tamil Nadu State Assembly Elections are conducted once in five years since the independence of the
Republic of India. It was conducted as State Assembly polls of erstwhile Madras presidency until 1967 and
Tamil Nadu until the recent 2021 elections. In the current scenario, there are 234 constituencies where the
party gaining support of at least 118 Members of Legislative Assembly will reserve the right and get invited
to form the Government. Post-independence, the state has faced elections in 1952, 57, 62, 67, 72, 77, 80,
84, 89,91, 96,2001, 06, 11, 16 and 21. Prediction of election outcomes through sample surveys are usually
done with pre-poll and exit poll scenarios. In the recent years, since the election prediction of Nate Silver
on 2012 US presidential polls (Gelman et al., 2012), many Al based prediction methods were used to predict
the elections in various countries over the past decade. Sentiment Analysis using various machine learning
algorithms used. Social media impact by microblogging sites are a prominent factor in effecting the thought
process of people (F. J. John Joseph, 2011). The reverse of this is meant as mood mapping of people or
identifying the collective data from people. This mood mapping coupled with sentiment analysis on the text
posted in microblogging sites are helpful in predicting the outcome of elections. This has been done in
many countries like USA (Yang et al., 2018), Australia (Burgess & Bruns, 2012), India (F. J. J. John Joseph,
2019), Indonesia (Budiharto & Meiliana, 2018) and states like Delhi (F. J. John Joseph & Nonsiri, 2021).
Al based methods (Graphnile, 2020) are also used by some companies to provide poll analytics.
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Tamil Computing has been increasing its fame over the last couple of decades with advances in Offline
Character Recognition (OCR) and Natural Language Processing (NLP) especially (J et al., 2010). An
extensive pool of research has been done on NLP with English. For languages other than English, there are
some manual labelling-based approaches.

A popular opinion based method was used in Queensland state elections in Australia (Burgess & Bruns,
2012). An opinion mining based approach was developed for 2013 Pakistani General Elections and 2014
Indian general elections (Kagan et al., 2015). Decision Tree was used in predicting 2019 Indian General
Elections (F. J. J. John Joseph, 2019) and region based opinion mining for Delhi Assembly elections in
2020 (F. J. John Joseph & Nonsiri, 2021). A clustering was done on 6000 tweets in US presidential polls
2016 between Donald Trump and Hillary Clinton (Ramteke et al., 2016). Swedish election was predicted
using support vector machines (Larsson & Moe, 2012). Apart from these research, Graphnile is doing Al
based political analysis and started predicting elections since 2019 Indian General Elections (Graphnile,
2020).

Methodology

A modified methodology as done in (F. J. John Joseph & Nonsiri, 2021) is added with the a python
translator. The following steps are followed to predict the outcome of election conducted in the state of
Tamil Nadu in May 2021.

Data Collection

Tweets were collected during the mid of march and the preliminary analysis were done on the type of users
pooling in through the API (Roesslein, 2009). The distribution of tweets based on languages, devices and
location are listed in figure 1 below. This calculation is done on an average figure obtained from a
continuous collection of data within a range of days.

Tweets in each language vs. Language
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Figure 1: Distribution of tweets based on Languages

The tweets were found to be more English or anglicized texts of other languages. There is a neat trend
which indicates that the ratio of Tamil tweets against English texts is higher than the ratio of Hindi tweets
against English tweets as observed during Delhi state assembly polls in 2020 (F. J. John Joseph & Nonsiri,



2021). The correlation matrix of subjectivity obtained on a sample set of tweets is given in the figure 2
below:
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Figure 2: Correlation matrix of polarities obtained from major languages
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Figure 3: Translingual Architecture for tweet analysis

Owing to the positive correlation between the polarities of Tamil with English tweets, the translator engine
is added to convert the Tamil tweets and then calculated for the popularity. This is done using the weighted
decision tree. Translation to English will facilitate the classification of tweets using the NLTK corpus
(Loper & Bird, 2002). The polarity is taken to extrapolate the results as seats. This is calculated against
similar decision tree-based approaches and the actual prepoll analysis and exit poll predictions.

With the polarity trend obtained in the Figure 4, the data is extrapolated on the district wise trends with
respect to the tweets within those latitudes and the count is estimated for the possible number of seats to be
won by the political alliances. This has been done for the experimentation in all the Al based methods.
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Figure 4: Polarity Trend

Table 1: Performance comparison

S.No | Approach | Methodogy Predicted seats for
winning party
1. Pre poll Times Now - CVoter 177
2. ABP News - CVoter 166
3. Exit Poll Republic TV - CVoter 160
4. Spick News 146
5. Al (F.J.J. John Joseph, 2019) 132
6 (F. J. John Joseph & Nonsiri, 2021) 165
7 Proposed translingual architecture 150
8 Actual Poll results 159

The performance of the proposed translingual architecture is a bit close to the actual figures. This is due to
the tweets from Tamil are also added to measure the sentiment of tweets analyzed. Despite of unavailability
of raw sentiment analysis on Tamil corpus, it is converted to English translation which increased the sample
of data collected and strengthens the core of opinion and mood mapping. With a specific sentiment analyzer
exclusive for Tamil Language, the opinion mining on issues related to the Tamil heartland can be surveyed
in a more efficient manner.

Conclusion

It is evident from the qualitative results that the performance of translingual architecture on Tamil and
English tweets were found to be close enough to predict the outcome of election. However, the results are
not precise enough to the levels of individual constituencies but it is a compatible performance evaluation
against all the existing methods done at the levels of pre-poll, exit-poll and Al. There lies a need for the



development of Tamil NLT toolkit for classifying the sentiments from texts published online. Since the
number of tweets collected are small enough for a machine learning algorithm to handle, deep learning
transformers are not tried. Ultimately this is a competent methodology to arrive at the sentiment trend of
Tamil texts from microblogging sites.
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Abstract

In recent times, volume of Tamil digital information are accessible in various applications
like digitized libraries, blogs, digital newspaper, systematic publications, emails, digital
books have been raised progressively. When the availability for digital data is increased,
the complexities are also improved in this system. Therefore, automated of Tamil Text
classification documents is needed. This paper proposes a supervised machine learning
methodology for segmenting the morphological variants of words into stem and suffixes
for Tamil text classification. This can be treated as word segmentation problem where the
stem boundaries are identified within the word forms. The morphological segmentation is
an important problem in the area of computational linguistics as it helps in other crucial
tasks such as stemming, syntactic parsing and machine translation. Artificial neural
network is generally employed to solve problems of the kind for which there is no
promising and efficient algorithmic solution. As such, in this paper we present the results
obtained by the application of artificial neural network with back propagation algorithm
for segmentation. For the segmentation problem, the morph level tagged word list is used.
From the boundary marked words, 20000 samples are created. 15000 feature vectors are
trained and the remaining 5000 vectors are used for testing, in 4-fold cross validation
method. Each sample is represented as 25 bit feature vector and the boundary information
is provided as output. The performance of this supervised learning on morphological
segmentation is presented. This work is very useful for further Tamil text classification
process. The proposed model uses Word to Vector are employed for feature selection word
to vector is defined as a shallow neural network where a corpus is provided as input and
generates a vector set. Word to vector is applied in predicting words on the basis of context
with 2 diverse neural methods namely, Continuous Bag of Words as well as Skip-Gram.

When this method detects the present word on the basis of context, Skip-Gram model and
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the convolution neural network (CNN) models for classification purposes Convolution
Neural Network (CNN) was applied for extracting silent features from sentences under the
application of word vectors that has been obtained from pre-trained Word to Vector
method. CNN layer is applicable to extract useful substructures which are applied in
prediction task. CNN is defined as a type of deep forward neural network and applies multi-
layer perception (MLP) for minimum pre-processing. Initially, CNN is deployed for image
classification as well as computer vision issues. In recent times, it is employed on diverse
applications of natural language processing. For natural language processing operation, of
CNN is employed on text rather than images, one dimensional array representation is
required in a text. CNN structure has 1D convolution as well as pooling task. ConvNet
classifies a sentence as a collection of predefined class by assuming ngrams. The Long-

Short Term

Memory (LSTM) models are applied to classify the Tamil documents Long Short-Term
Memory is a well-known model applied in resolving the gradient diminishing by using
Input gate. Finally results shows which models get effective classification outcome with

best accuracy, precision, f-score, recall.

Keywords: NLP, Stemming, Morphological Segmentation, Deep learning for Tamil Text

classification

1. Introduction

Morphological Segmentation is an important preprocessing task in Tamil Text
classification. For morphologically rich languages like Tamil, stemming involves morphological
analysis. In many world languages, words are formed by combining, morphemes which are
nothing but meaning bearing small units of characters. The process of segregating a word into its
morphemes is called morphological analysis and/or morpheme segmentation. Semantically similar
words are identified using Morphemes and this helps to improve the performance of NLP based
document retrieval, document classification and speech recognition systems. The stem and suffix
boundary can be identified by morphological analysis.This boundary detection algorithm employs
machine learning approach. Then with this help of the morphological analysis method the stem

are removed from the Tamil Documents of all the classes. Here the removed stemming word are



very useful for from an document Representation and the Feature Selected from the result set of
Document representation.Finally the Feature the main key for classify the document into various

classes.

2. Literature review

The review of literature reveals that automatic morphological analysis has been also
actively taken up by researchers working in area of data compression, dictionary construction, and
information retrieval.In general, the approaches to automatic morphological segmentation are four
fold[1]. Machine learning algorithms have been recently applied by researchers for word
segmentation and for morphological analysis. [1] [2].

The first approach identify morphemes on the basis of the degree of predictability of the
(n+1)™ letter given the first n letters [3] and further developed by [4]. The second approach seeks
to identify bigrams (and trigrams) that have high likelihood of being morpheme internal. The third
segmentation approach tries to discovery of patterns of Phonological relationships between pairs
of related words. The fourth one is top-down and employs a globally most concise segmentation
procedure (i.e. Minimum Description Length MDL approach).In [7][11] the Unsupervied
stemming tequniques are carried very strongly. In [13] Text classification using supervised

Techniques detailed explanation is given.

3. Pre-processing
Pre-processing for the Text Classification are Tokenization(splitting document into words),
Stopword Removal(Remove unwanted words in the documents),Stemming(Finding the Root

words) . In pre-processing Stemming is play the vital for the Tamil text classification.

3.1 Segmentation using Unsupervised Learning

NLP applications typically rely on large databases of linguistic knowledge and the design of such
resources requires manual labor and considerable effort by linguistic experts. However, machine
learning algorithms could be employed to reduce the amount of manual work. Machine learning
is the capability of a computer to learn from training data and to extract knowledge from examples.

A successful learner can make general conclusions about the data it is trained on.



Assuming, data are not completely random, unsupervised learning algorithms are capable of
learning by capturing the statistical correlations and regularities present in the data and tries to
apply that to new data as well. This is in contrast to the supervised learning algorithms where the
system is provided with the class table for generalizing the data. The unsupervised machine
learning algorithms identify morphemes help to cluster word forms of the same lemma with a

very high precision. These morphemes are categorized into prefixes, stems and suffixes.

3.2 Segmentation using Supervised Learning

The supervised machine learning algorithms, utilize the tagged (like data with class labels)
words. For the segmentation problem, the morph level tagged word list is used. From the boundary
marked words, training samples are created. Tagged words are appended with a start symbol ‘S’
at the beginning, and the symbol ‘E’ at the end. Each morpheme boundary is marked with ‘#’
symbol in the word. Multiple segments of six characters (including boundary markers) are
prepared from each word using a sliding window method. These segments have contextual

information for every segment mark.

From the segmented training corpus a word is selected (“¢A¢E#34Ad™ ), then start and end
symbols are added (SéA¢E#4ADE). The starting and ending marks influence on the morpheme
boundaries, as words have restrictions on beginning and ending syllables. A sliding window of six
characters long is applied to the word. When the context is given as “SéA¢E#” the output is 0,
representing the absence of a boundary after 3 characters. In the context of “A¢E#aA”, the fourth
position is a morpheme boundary; hence the output is set to 1. The following 5 segments are

generated.

Input Output
SéAcE# 0
éAcE#a 0
AgE#AA 1
cE#AAD 0
E#3ASE 0



3.3 Feature Representation for Segmentation

The training samples are converted into binary input features. Each character in the training sample
is represented as a 5 bit. A total of 32 symbols (30 Tamil symbols and two start and end symbols
S and E) are used, which can be represented using 5 bitscode as shown in the Table 3.1. A total of
25 bit feature vector is used as input, and the boundary information is provided as output which is
given in Table 3.2. In the Table 3.2, the second column (OUT 1) shows the position of the
boundary; fourthcolumn (OUT 2) gives the boundary status, at position 4 within a word (i.e after
third character). Training samples of 20,000 segments are generated from the word list. The two
OUT columns are for three different supervised models. The OUT 2 is used for ANN model. The
representation of OUT 2 considers the boundary when it occurs with 3 left context characters and
2 right context characters. The output zero means, the boundary does not occur at the 4 place in
the character sequence.

Table 3.1 Binary representation of Tamil characters

Binary Binary
SI.No | Character Code SI.No | Character Code

0 S 00000 16 ar 10000
1 & 00001 17 i) 10001
2 E 00010 18 & 10010
3 & 00011 19 3 10011
4 © 00100 20 ay, 10100
5 L 00101 21 @ 10101
6 e 00110 22 " 10110
7 5 00111 23 o 10111
8 i3 01000 24 oar 11000
9 u 01001 25 ar 11001
10 o 01010 26 o 11010
11 w 01011 27 = 11011
12 n 01100 28 @ 11100
13 ) 01101 29 ) 11101
14 @l 01110 30 Sar 11110
15 p 01111 3 E 11111




3.4 Experiment using BPNN for Segmentation

The schematic of stochastic gradient descent version of the back propagation algorithm for

feed forward networks is as shown in Figure 3.1.

.There are 25 input features and one output class. The 3 layer BPNN is used for training
this data. The structures of the BPNN modelused for this experiment are 25L 10N 1L (S1), 25L
I5N 1L (S2), and 25L 20N 1L (S3), where L denotes a linear unit, N denotes a nonlinear unit, and
Si (i=2, 3,4) denotes i"BPNN structure. The nonlinear units use tanh(s) as the activation function,
where s is the activation value of the unit. The integer number indicates the number of
units/neurons used in that layer. The output class used for neural network model is OUT 2 (Column

4 of the training data).

Hidden layer

X1

XNi )/ Nk

Figure 3.1 A schematic of a back-propagation neural network.

For evaluating the performance of the model, each of the 5000 testing feature vectors (from
four fold cross validation) is given as input to the model, and the output of the model is compared
with the previous segmentation positions. Each time 15000 feature vectors are trained and the
remaining 5000 vectors are used for testing, in 4-fold cross validation method. The mean square

error (e) is transformed into a confidence score (¢) using ¢ = exp(-e)



Table 3.2 Training data for segmentation with binary input features and boundary information

OUT1 | INPUT OUT 2
cEaaA# 6 0011111101001010010110011 0
EaaA#a 5 1110100101001011001100010 0
aaA#aa 4 0010100101100110001000001 1
aA#aaA 3 0010110011000100000110011 0
At#aaAs 2 1001100010000011001110000 0
#aaAdA 1 0001000001100111000010100 0
SeAnfit 6 0000001010101001000110001 0
BARRAHA 5 0101010100100011000110101 0
Arn#Ao 4 1010010001100011010110010 1
Af#AOA 3 1000110001101011001010100 0
AAOAI 2 1000110101100101010001100 0
#AoAi4 1 101011001010100011000000 1 0
SAiA# 5 0000010111011111011101110 0
RiA#A 4 1011101111101110111010011 1
iA#iAC 3 0111110111011101001100111 0
AtiAcA 2 1011101110100110011110101 0
HAGAT 1 0111010011001111010101101 0
SéAcE# 6 0000001001101000011111011 0
éAcE#a 5 0100110100001111101100001 0
AE#3A 4 1010000111110110000110011 1
cE#aAS 3 0011111011000011001110000 0
E#AASE 2 1101100001100111000011111 0
SAéEt#c 5 0000010011010101101100111 0
AéE#cc 4 1001101010110110011100111 1
8E#ccA 3 0101011011001110011110011 0
E#tccAf 2 1101100111001111001101101 0
#ocAIE 1 0011100111100110110111111 0




The experimental results obtained from preprocessing and this can be give set of values to
Feature Extraction process to convert all this result to Vectorization or mathematical

Representation.

4. Feature Extraction

4.1 Word2vec Model

Usually, Word2vec is defined as a shallow NN where a corpus is provided as input and generates
a vector set. Word2vec is applied in predicting words on the basis of context with 2 diverse neural
methods namely, Continuous Bag of Words (CBOW) as well as Skip-Gram.WhenCBOW method
detects the present word on the basis of context, Skip-Gram model, unlike, it manages to assume
alternate words according to the present word. The CBOW scheme relates the word and results in
word depiction, which depends upon BP error gradient.

5. Feature Selection Process

Once the features were extracted, two FS techniques namely extratree and lightGBM models are
used to select an optimal set of features.

5.1. ExtraTree Model

Tree-related ensemble models are well-known methods in supervised classification and regression
issues. The efficiency of ensemble approaches depends upon the ability to integrate the detection
of various approaches, which intends in better function when related to a single approach. Optimal
performance of tree-related ensemble models are accomplished if the base learners are independent
from one another, which is accomplished under the application of diverse training models for DT,
or randomization. Randomization is applied in trees development in maximum tree diversity, and
guides in reducing the correlation, which makes the DT highly independent. Therefore, an
ensemble model results in substantial enhancement in processing cost, as it requires training
various classifiers, and computational demands are developed progressively that deals with
massive datasets. Hence, the Extra-Trees methods, which is operated robustly when compared
with RF.

Extra-Trees are composed of numerous DTs, in which complete training dataset was applied for
growing DT. In general, DT is comprised of root node, child nodes, and leaf nodes. While
initializing from the root node, Extra-Trees approach applies split rule on the basis of random

subset of features as partial random cut point. It is followed until reaching a leaf node. The Extra-



Trees scheme is composed of 3 basic attributes the No. of DT in ensemble (M), No. of features for

selecting randomly (K), and lower number of samples are required for splitting a node (1 ip, )-

6. Classification models:

6.1 CNN Model :

Convolutional Neural Network (CNN) was applied for extracting silent features from sentences
under the application of word vectors that has been obtained from pre-trained Word2Vecmethod.
CNN layer is applicable to extract useful substructures which are applied in prediction task. CNN
is defined as a type of deep FFNNand applies multilayer perceptron (MLP) for minimum pre-
processing. Initially, CNN is deployed for image classification as well as computer vision issues.
In recent times, it is employed on diverse applications of NLP.For NLP operation, of CNN is
employed on text rather than images, 1D array representation is required in a text. CNN structure
has 1D convolutional as well as pooling task. ConvNet classifies a sentence as a collection of
predefined class by assuming n-grams. The architecture of CNN is shown in Fig. 8. The
architecture of a ConvNet is equivalent to that of the connectivity pattern of the neurons in the
Human Brain, stimulated from the organization of the visual Cortex. The CNN comprises

convolution layer, pooling layer, and fully connected layer.

Convolution Layer Pooling Layer Convolution Layer Pooling Layer

[ [ .
|
I S
nput — |
B V

—_—

Output Layer

Fully Connected Layer

Figure 6.1 Architecture of CNN Model

6.2 LSTM Model

The classical RNN method is not applicable to capture longer distance semantic connection; even
it is capable of transferring semantic data among words. In case of parameter training, a gradient
is reduced slowly until it gets diminished. Finally, a length of series data is mitigated. Long Short-

Term Memory (LSTM) is a well-known model applied in resolving the gradient diminishing by



using Input gate i, Output gate 0, Forget gate f as well as Memorycell. Hence, LSTM system

architecture is depictedin Fig. 6.dimplies the distributed word

/ Output \

Hidden Layer

K Input /

Figure 6.2 Architecture LSTM Model

vector equipped using word2vec. A weighted word vector ¥developed in this study is depicted in

the following:v = w; - @

7. PERFORMANCE VALIDATION

7.1 Implementation data

A dataset is composed of 100 documents with 10 files under every class. The diverse class labels are
agriculture, astrology, business, cinema, literature, medical, political, science, spiritual, and sports. The

data related to the dataset are given in Table 7.1.

Table 7.1. Data Description

S. No Name of Classes No. of Documents
1 Agriculture 100
2 Astrology 100
3 Business 100
4 Cinema 100
5 Literature 100
6 Medical 100
7 Political 100
8 Science 100
9 Spiritual 100

10 Sport 100




7.2. Results Analysis

Table. 7.1 demonstrates the confusion matrix produced by the ETFS-CNN scheme during the

execution. The figure portrays that the ETFS-CNN framework has productively categorized the
Tamil documents with overall of 92 documents into ‘agriculture’ class, 100 documents into

‘Astrology’ class, 74 documents into ‘Business’ class, 97 documents into ‘Cinema’ class, 84

documents as ‘Literature’ class, 92 documents into ‘Medical’ class, 89 documents into ‘Political’
class, 71 documents as ‘Science’ class, 82 documents into ‘Spiritual’ class, and finally 100
documents into ‘Sports’ class.

Table 7.1 Confusion Matrix of word2vec-ET-CNN

Class Agriculture | Astrology | business | cinema | Literature | Medical | Political | Science | Spritual | sports
Agriculture | 92 0 0 2 2 0 4 0 0 0
Astrology | 0 100 0 0 0 0 0 0 0 0
Business 0 0 74 6 5 4 | 5 0 5
Cinema 2 0 1 97 0 0 0 0 0 0
Literature | 0 0 0 6 84 0 4 0 0 6
Medical 4 0 0 3 0 92 1 0 0 0
Political 0 0 0 0 1 0 89 0 4 6
Science 1 9 5 4 0 3 0 71 6 4
Spritual 4 0 0 1 0 0 4 5 82 5
Sports 0 0 0 0 0 0 0 0 0 100

Like same the confusion matrix obtained with different result for word2vec-ETFS-LSTM

without Morphological Stemming. And also with Morphological stemming preprocessing data
set get like this confusion matrix for word2vec-ET-CNN and Word2vec-ETFS-LSTM.

The below Table 7.3 shows result of Accuracy, precision, recall, F-score obtained by without implement

of morphologically stemming method in the preprocessing step only ordinary stemming methods is used

Table. 7.3 examines the Tamil document classification function of the word2vec-ETFS-CNN,
word2vec-ETFS-LSTM, methodologies. The experimental scores implied that the ETFS-LSTM

framework has accomplished considerable classification function with better performance.

Table 7.3 Classification Result Analysis of Proposed Methods without using morphologically stemming

Methods Accuracy Precision Recall F1-Score
word2vec-ET-CNN 90.00 90.57 90.00 89.89
Word2vec-ET-LSTM | 91.30 91.69 91.30 91.36




The below Table 7.4 shows result of Accuracy, precision, recall, F-score obtained by with implement of
morphologically stemming method in the preprocessing step . Table. 7.3 examines the Tamil document
classification function of the word2vec-ETFS-CNN, word2vec-ETFS-LSTM, methodologies. The
experimental scores implied that the ETFS-LSTM framework has accomplished considerable
classification function with better performance.

Table 7.4 Classification Result Analysis of Proposed Methods using morphologically stemming

Methods Accuracy Precision Recall F1-Score
word2vec-ET-CNN 91.00 92.57 91.00 90.89
Word2vec-ET-LSTM | 93.30 93.69 93.30 93.36

8. CONCLUSION

This paper has morphologically based stemming and word2vec feature selection with DL based
classification models for Tamil documents. The proposed method involves four major stages namely
preprocessing, feature extraction, FS, and classification. Once the Tamil documents are processed,
word2vec based feature extraction process is carried out to derive an useful set of features. Besides,
ET models are applied for FS process. Finally, CNN and LSTM models are utilized as classification
models to identify the appropriate class label of the documents from the available ten classes namely
Agriculture, Astrology, Business, Cinema, and Literature. Medical, Political, Science, Spiritual, and
Sports. Also compare the Morphologically stemming which is carried out in the preprocessing an
extensive set of simulations were carried out on the Tamil document dataset gathered by our own. The
experimental values show cased that the Morphologically stemming word2vec-ETFS-LSTM model
has attained effective classification outcome with the maximum give best Accuracy, Precision, Recall,
F-score. Compared with without Morphological preprocessing set. So Morphological Stemmingis very

important processing in the Tamil Document Classification .
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Affix based Distractor Generation in Factoid Tamil Cloze style Questions using Pre-

Trained Context-aware Models
Shanthi Murugan, Balasundaram Sadhu Ramakrishnan

Department of Computer Applications, National Institute of Technology, Tiruchirappalli, 620015, Tamil
Nadu, India.

Abstract: Assessment of grammatical/content knowledge is very much essential in the
context of the learning system. An assessment system evaluates the knowledge level of
learners, which improves the progress of quality learning of the learner. The manual question
generation takes much time and labor. Therefore, automatic question generation is the
primary task of an automated assessment system. Multiple choice questions (MCQs) are the
primary methods to assess the student’s knowledge and skills. An MCQ consists of three
elements: (i) stem, the question sentence; (ii) key, the correct answer ; (iii) distractors,
alternative answers used to distract students from the correct answer. In MCQ generation
finding reasonable distractors is crucial and usually the most time-consuming.

We hereby investigate automatic distractor generation (DG) in the context of language
learning, specifically, grammar-based factoid MCQs, i.e., generating distractors given the
stem and the key to the question. In literature, two types of questions are generated under
MCQ. The First one is grammar-based MCQs, and the Next is content-based MCQs.
Morphology is one of the grammatical categories in language learning processes. The
morphology plays a major role in vocabulary enhancement, learning to read the content and
meaning of the word in language learning. Our work mainly focuses on the assessment of
content knowledge through the morphological form of the keyword in cloze style MCQs.
Here, morphological forms are considered as meaning or fact of the particular keyword
within the question sentence. The remaining morphological variant forms are considered as
distractors.

We focus on affix-based distractor generation in Tamil factoid cloze style questions. The
Tamil language is morphologically rich and agglutinative. In factual MCQs, plausibility is
one of the quality parameters compared to reliability in distractor generation. This study
mainly focused on affix-based distractor generation through different pre-trained context-
aware models in Tamil MCQs generation system, i.e., 1) mBERT 2) IndicBERT. Difficult
plausible affix-based distractors are generated through contextual information of the keyword
within the sentence. The context-aware models predict different morphological forms of
keyword, which validate the gap-fill-sentence. Experimental results show that the IndicBERT
model outperforms the mBERT model due to the low dataset of mBERT. Compared to the
similarity-based approach, context-aware language models optimize plausibility in affix-
based distractor generation.

Keywords: Morphology, MCQs, Context-Aware Models, Affix-based Distractor,
Agglutinative Language, Language Learning.
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I. Introduction

Language is the primary tool for human beings to communicate among others (Ellis, 1999).
Children acquire the language from initial level without any explicit effort and non usage of
language learning materials. Language Acquisition is the manner of learning a language by
immersion. Language Acquisition (First Language) gives the practical knowledge for
students in language (Meisel, 2011). Language Learning (Second Language) gives
theoretical knowledge of a language (Pino et al, 2009).

From traditional to recent days, assessment tasks are conducted for students after learning a
content corresponding to any subject including language. Assessment tasks are conducted in
multiple forms with various perspectives. Questions are basic tools for assessment and also
questions influence the student learning in an academic environment. In educational context,
questions are used as accepted form to assess the student knowledge through exams. The
questions may be from most elementary stage of learning to research level. In real time,
question construction is a challenging task that requires training, experience and resources
which happens to be a time consuming process even for professional experts as well as
teachers. Natural Language Processing techniques have been thought of as significant
components in the automatic question generation process. Questions may be classified into
multiple categories such as Factual Questions, Non Factual Questions, Boolean Questions
(True or False) etc. In the context of language learning process assessment, non-factual
questions play vital role. Also implicitly factual questions are used to evaluate the
components of language learning process.

One of the grammatical categories of language learning process is morphology. Different
morphological usage of the keyword within the Gap-Fill sentence is assessed through cloze
style question generation. One of the Agglutinative and morphologically rich language Tamil
is used for our discussions. In this work, automatic affix based distractor generation is
focused for the assessment of grammatical knowledge (i.e morphology) through factoid
questions. In figure 1, factoid question is depicted with its affix-based distractor which is

taken from TamilNadu state government Eighth grade Tamil textbook.

Question with root of the keyword: &[f18M6V6T &H6VEVEMEOOTEMUI & L_Lq.60T ITEOT.

Affix-based Distractors: 1. &6V6060)600TEHHTH  2.8606V60)600T8S

3. &evevemenoTWilel 4. &6VL6V60)600TE0 WL

Figure.1Factoid question in Tamil



Considering such types of the cloze style questions, this work focus on applying context-

aware models for plausible affix-based Distractor Generation.

II. Related Work

In cloze style question generation, based on the answer/keyword of the question the affix-
based distractors are generated with two objectives. First one is, Distractors Plausibility i.e
should be similar to the keyword. Second one is, Distractors Reliability i.e should not be an
acceptable answer. Distractor generation process can be categorized into three steps:
Distractor Candidate Collection, Distractor Filtering and Distractor Ranking (Susanti et al,
2018). This work, mainly aims at plausible affix-based distractor generation for factoid

cloze style questions.

In literature, plausible distractors are generated through distractor candidate collection and
distractor ranking methods (Yeung et al, 2019). The distractor candidates are collected
through different similarity measures. Similarity can be assessed by semantic distance in
WordNet, Thesauri, Ontologies, hand-crafted rules, and word embeddings (Smith et al,
2010), (Pino et al, 2008) & (Jiang et al, 2017). Semantic similarity measure based on the
word2vec model outperforms the remaining similarity methods. In existing systems,
morpheme based distractors are generated through morphological generation tool (Aldabe
et al, 2006), (Pino et al, 2009) . Morphological generation tools that are available in Tamil
Language mainly depend on linguistic resources. Similarity based measures (spell+semantic)

are used to generate morphological forms in unsupervised manner (Soricut et al, 2015).

The keyword co-occurrence information is used for distractor generation. Bigram, n-gram,
dependency relations, grammatical information are considered as contextual information
which are retrieved from different feature based models (Chao et al, 2005), (Chen et al,
2006), (Sakaguchi et al, 2013). Few systems exist for learning the context of the word within
certain window limit in unsupervised manner. ELMo model joins the bidirectional
information Left-to-Right and Right-to-Left LSTM based model to obtain contextual
information (Peters et al, 2018). BERT is based on a multilayer bi-directional transformer and
is trained on plain text for masked word prediction and next sentence prediction tasks (Devlin
et al, 2018). Most of these works exist for other languages and not available for Tamil

language.

I11. Context-aware Models for Affix Based Distracor Generation

In general, distractors are generated in two-step pipelined process: Initially, distractors are

generated as candidate set which are similar to the keyword mainly aiming at plausibility.



Next,acceptable answers from the candidate set are filtered to improve the reliability. This
study investigates on distractor plausibility, which uses context aware language model
(Kakwani et al, 2020), (Pires et al, 2019). The work flow of the proposed system is shown in
Figure 2.

Distractor Candidate Set Collection

Affix-based distractor candidates are collected through spelling and semantic similarity
approaches within the word embedding space (Mikolov et al, 2013). Initially, rules are
extracted between the words with common prefix from vocabulary |V| which contains a list
of words. The rules are evaluated using rank and cosine functions through addition and
subtraction of vector values within word embedding space. Orthographic/spelling similarity
is extracted using candidate rules and semantic similarity is found within the embedding
space using same root word with different morphological forms.Based on keyword/answer,

distractor candidates are collected from morphology induction graph (Susanti et al, 2018).

Factoid Cloze Style Tamil Sentence Validation isfine-
I_—> Questions with answer » tuned using pre-trained
(Training Dataset) context-aware models
Affix-based Distractor
Candidate Set Collection

SentenceValidation Model

l

Plausible Affix-based
Distractor Generation

\ 4

Test Dataset

Figure 2. Affix Based Distractor Generation Workflow

Pre-trained Context-Aware Models

The following pre-trained context-aware models are used for affix-based distractor

generation.

Multi Lingual BERT Model: mBERT (Pires et al, 2019) is a state-of-the-art neural language
model based on the Transformer architecture (Vaswani et al, 2017) which is trained as single
model including multiple language datasets. The model is bi-directional, i.e., trained to
predict the identity of a masked word based on both the words that precede and follow it. It

has been shown to be effective in a variety of natural language processing tasks. Bi-




directional model identifies the contextual information which is used for generating the affix

based distractors.

IndicBERT Model: The IndicBERT (Kakwani et al, 2020) model is based on ALBERT
model, which has fewer parameters to increase the high throughput of the model compared to
mBERT Model. Similar to mBERT a single model is trained for all Indian languages for the
utilization of relatedness amongst Indian Languages. The IndicBERT model is trained based

on the Masked Language Model Objective.
Sentence Validation

Affix-basedDistractor generation process has been proceeded through context aware
language model (Pires et al, 2019) .The appropriateness of an affix based distractors may
depend not only on the target word, but also on the context of the keyword in the carrier
sentence. Especially, noun affixes (object of the sentence) depend on verb category in Tamil

language sentence (Figure 3) (Rajendran, 2015) (Padamala, 2013).

@) 6015601607 BemevoT WS FH 0 (BHSE LG50 5M\&&ELILGSMS!
@) 6015601607 BemeT W SR MEMSH LNfl505H &H&ELILUGSH M

@) 60186060T Bremevot WSS 60T LNfl5050\&sUIUGSRMS!

Figure 3. Affix possibilities of root word based on contextual information.

Different morphological forms of the keyword may suit with question sentence in a
meaningful manner. But only one morphological form represents the correct answer in
factoid questions. The remaining morphological forms are generated as plausible distractors
in real time questions.Distractor generation is formulated as sentence validation through
classification model i.e., Fine-tuning the classification model parameters from pre-trained
context aware language model.Using manually annotated sentence validation Gap-fill dataset,
text classification model is fine-tuned from pretrained context aware models mBERT and
IndicBERT. Affixes in valid sentences are identified as affix-based distractor for factoid
cloze questions.

IV. Experiments
Datasets

Manually,Cloze-style questions are collected from primary to secondary level Tamil Text

books. Gap-fill questions with possible affixes of the keyword are considered as valid



sentence class labels. The remaining affixes of the keyword are considered as not valid

sentence class labels. Datasets used for classification model is specified in Table 1.

Tablel. Datasets used for Classification Model

Factoid MCQs Train | Valid | Test | Distractor
(Avg)

Nature 192 49 12

Science 281 56 14

History 243 78 20 2-3

Society 242 54 9

Total 958 237 55
Experimental settings

We used unsupervised morphological induction method as baseline system for generating the

plausible affix-based distractor for factoid cloze-style questions.

Multi-lingual uncased BERT base model™from google open source is utilised with specified
parameter settings layers (L=12), hidden layers (H=128) and attention heads (A=12) totally
around 110 M parameters or weights.Using annotated data, classification model is fine tuned
with the weights of pre-trained mBERT model. Classification model is fine-tuned with BERT
model with following parameters (i.e) batch size of 32, fine tuned for 3 epochs with learning

rate as 2e-5 using sentence classification dataset.

IndicBERTmodelMis utilized from IndicNLPsuite with specified parameter settings (i.e)
max_sequence_length is 128, learning rate is 2e-5,batch size is 32 and fine-tuned for 3

epochs. Compared to mBERT model the utilization of Indian language dataset is high.

Results
o Distractor Generation: Distractor generation is evaluated with test data which is
shown in Table 2 using different Generation methods.
o Expert based Evaluation: In terms of reliability and plausibility the baseline system
and our two step pipeline process are evaluated. We follow evaluation method which

is very similar to Chinese fill-in-the-blank distractor method.

Table 2: Validation accuracy of different models

Sentence Validation Accuracy

mBERT 75.5%

IndicBERT 77.3%




For experiments,55 Tamil fill-in-the-blank questions are considered as test dataset from the
annotated datasets (Tamil textbooks). For these 55 Tamil fill-in-the-blank questions, the
choices are generated by word2vec model and plausible distractors are refined through
context aware models. Human experts proficient in Tamil grammar were used in evaluation
process. Experts assessed plausibility of distractor generation on a three point scale,
“plausible”(3), “somewhat plausible”(2), or “obviously wrong”(1). Experts assessed the
plausibility of a distractor which is generated by baseline and the proposed method. In Table

3 plausibility scores are calculated within the three point scale.

Table 3. Plausibility of the various distractor generation methods

Method Plausibility

Three Point Scale Avg score
Candidate Collection Somewhat Plausible | 1.26
Method
mBERT Model Strongly Plausible 2.80
IndicBERT Model Strongly Plausible 2.73

5. Conclusion

In this work, plausible affix-based distractors are generated through sentence classification
models.The pretrained context-aware language model parameters are fine-tuned for sentence
classification task. The contextual information provides more than one morphological form of
the keyword within the cloze style questions. Evaluations showed that IndicBERT model
outperforms the mBERT model in sentence validation tasks due to huge amount dataset used

in IndicBERT compared to mBERT.

Notes:

[x]. https://github.com/AI4Bharat/indic-bert

[y]. https://github.com/google-research/bert/blob/master/multilingual.md
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Abstract

Noun Phrase Coreference is a part of Coreference resolution. This is the task of identifying a
noun phrase referring to another noun phrase. A noun phrase can be referred by an acronym, alias or a
shorten noun phrases or by the relation words. This paper presents an analysis on the types of
corefering noun phrase (NP) pairs and tried to analyse the features suitable for identifying various
corefering NP pairs using Tree CRFs. NP Corefereing is used in many NLP applications such as machine
translation, information extraction, etc. We have tested the algorithm with English and Tamil data. The
results obtained in both the languages are encouraging.

Introduction

Coreference resolution is the task of identifying which noun phrase or mentions refer to the
same real-world entity in a text or dialogue. This resolution of entities is required in all major NLP
applications such as Question Answering system, information extraction, information retrieval and
summarization etc. Coreference resolution mainly has the following subtasks; pronominal resolution,
noun phrase coreference resolution and clustering to form the chains for each entity. Here we are going
to look deep in noun phrase coreference resolution.

Noun phrase coreference resolution is the task of identifying noun phrase to its antecedent
noun phrase. A noun phrase can be referred by an acronym, alias or a shorten noun phrases or by the
relation words. Noun phrase resolution and the coreference resolution task got geared up in the last
decade. Most of the works in the last decade are machine learning based approaches. In this work, we
have used tree Conditional Random Fields (CRFs) for the noun phrase coreference resolution task and
heuristic rules are used to cluster and form entity chains.

Literature Survey
The research in the task of referential entities has started from late 70’s with Hobb’s non- naive

approach for anaphora resolution, using semantic information (Hobb, 1978). The initial researches were



mostly on pronominal resolution. There were two kinds of approach namely knowledge rich and
knowledge poor. Initial machine learning approaches, were performed by Dagan and Itai (1990) where
they did an unsupervised learning approach for anaphora resolution. Aone and Bennt (1995) and
McCarthy et al (1995) used decision tree, a supervised machine learning algorithm for anaphora
resolution.

Researchers have focused on improving the coreference chains by improving the noun phrase
coreference resolution. Soon et al (2001) has presented a work on noun phrase coreference resolution
using decision tree approach, in which he had used 12 features that were learned from the corpus.
Cardia and Wagstaff (1999) considered noun phrase coreference resolution as a clustering task. They
came up with an unsupervised algorithm, flexible for co-ordinating the application of context-
independent and context dependent constraints and preferences for accurately partitioning the noun
phrase into coreference clusters. Vincent Ng and Cardia (2002) has investigated on the anaphoricity of
noun phrase, and approaches to find the anaphoric and non-anaphoric noun phrases. Yannick Versley
has used maximum entropy model to find weights for the hard and soft constraints in finding noun
phrase coreference resolution in German newspapers. Stoyanov et al (2010) has presented the various
levels of challenges in noun phrase coreference. He has discussed issues from named entity task to
coreference revolver. Vincent Ng (2010) has presented a survey report on noun phrase coreference
resolution. He has broadly classified the works as mention-pair model, entity-mention model and
ranking model. He has presented the merit and disadvantages in finer level. He has also discussed about
the knowledge sources used and the evolution metrics used.

There are number of works using supervised machine learning approach for coreference
resolution, where both pronominal and noun phrase coreference is addressed. The various works are

presented in the table 1.



Machine Learning Approach Coreference System

Decision Tree Soon et al (2001), Strube

TiMBL and Ripper Daelmas and Van den Bosch, Hoste, Hendrix (Dutch) (2008), Ng and
Cardie (2002), Martha Recesans (Spanish) (2009)

Conditional Random Fields McCallum et al (2006), Li et al (2008), Lalitha Devi et al (2011a), Vijay
Sundar Ram (2012)

TABLE 1: List of Coreference system and machine learning techniques used
Noun Phrase Coreference Resolution

Noun phrase resolution or Non-pronominal resolution is the task of identifying all the
NPs/mentions that refers to the same entity in a text or dialogue. This includes named entities, definite
descriptions that refer each other. In the present work we discuss on improving noun phrase
coreference resolution. Here we have used a machine learning approach; tree Conditional Random
Fields, for identifying the noun phrase coreference pairs.
Description on the Coreference Tagged Data

For English, We have used the conference tagged corpus distributed in the CoNLL Shared task
2011 (Pradhan, 2011). In this work, we have considered Broadcast News (BN) and News Wire (NW)
genres. And for Tamil we have used an inhouse developed data. The data was developed using 1000
News genre webpages. The following table 2 presents the percentage of Anaphoric Noun Phrases (NPs)

in both the genres in training data.

S.No Language Genre Percentage of AnaphoricNPs (%)
1 English NW 25.92
2 English BN 31.69
3 Tamil News 29.45

TABLE 2: Percentage of Anaphoric Noun Phrases
In the prior works, it has been shown that the NP coreference resolution is mostly dependent on
the string match feature, acronyms (Soon et al. 2001).
To analyse the complexity in the NP coreference resolution, we tried to analyse the NP pairs

used in building the coreference chains. On analyzing the pairs, we were able to come up with six



different types of NP pairs, namely, complete string match, partial string match, definite NPs, Person
NPs, Acronyms and relation words.

The noun phrase reappears exactly in complete string match; the noun phrase reappears as a
part of the actual NP in the partial string match. Definite NPs and Person NPs are similar to partial string
match. In definite NPs, the NPs are coreffered with a definite description. Example: Aeroflot Airlines ->
the airlines. Acronyms are of the type, where the NP is coreffered by its acronym. The last type of NP
pairs is the type, where both the NPs will have no string match. These NPs will have relation relations,
whole and part relation, relations obtained from definite description, and other relation relations.

Example: Mumbai -> the city

(] Complete Match
@ Partial Match
[ Definte NPz
(m] Person NPs

o Aoronyms

(m] Relation Words

FIGURE 1: NW Genre, English: Classification of NP pairs based on the types of String match

@ Complete Match
B Partial Match
ODefinite NPs
OPerson NPs

B Acronyms

O Relation Words

FIGURE 2: BN Genre: Classification of NP pairs based on the types of String match



m Complete Match
m Partial Match
m Demonstrative
NPs
Person NPs

m Acronymns

m Relation Words

FIGURE 3: News Genre, Tamil: Classification of NP pairs based on the types of String match

In Tamil, we do not have definite NPs as we have in English. But we have usage of
demonstratives such as ‘itha’, ‘antha’ followed by Noun phrases. We have considered these as
demonstrative NPs.

The Figl, Fig2 and Fig3 shows the distribution of types of NP pairs in building the NP coreference
data. Fig 1 and Fig 2 shows the distribution in two different genres in English and Fig3 shows distribution
of NPs in Tamil. As focused by the earlier works, the string match plays a vital role as almost 50% NP
pairs in NW genre and little less than 50% NP pairs in BN genre and in Tamil text has complete string
match. The rest 50% of the NP pairs makes this a challenging task. In the next section, we have
described how treeCRFs is used for this task.

Tree CRFs

Tree CRFs are suitable for applications where multiple output labels are needed to be tagged.
Sutton et al presented a multiple labelling task of tagging the POS tags and Chunk task using Tree CRFs,
where he has explained about the joint prediction of the two labels (Sutton, 2006). Following this work,
Tree CRFs was used for Semantic Role Labelling task by (Shilpa Arora (2008), Cohn Philip, Moreau
(2009)). Sobha et. al. (2011b) have used Tree CRFs for pronominal resolution task.

A CRFs is called a general CRFs or a tree CRFs, when a general graph is used instead of the linear

chain. Here joint prediction is done over multiple output labels. The parameter learning is done using



tree based reparameterization algorithm (TRP), which includes Belief Propagation (BP). This performs
exact computation over spanning trees and it updates the suffix to transmit information globally
throughout the graph. This helps to have better convergence properties than pure local BP updates
(Wainwright 2001).

Tree CRFs forms a clique between the two nodes and tries to predict the labels for these two
noun phrases, based on the features used for learning (Bradley 2010). Here we try to make a joint
prediction over the corefering NPs.

When a cliques C= {y, x} are given, CRFs define the conditional probability of a state assignment

|
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given the observation set.
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Here @ (x., y.) is a potential function. And Z(x) is the partition function. We have used GRMM: A
Graphical Models Toolkit (Sutton 2006).
Features Used in Tree CRFs

It is well known that the feature selection is the most important task in machine learning
technique. As described in section 2.1, we need to come up with features to learn three types of
corefering NP pairs. Here we have come up with general features and specific features.

The various features used in Tree CRFs training are presented in the following table 3.

1 General Features

1.1 |Positional Feature

1.1.1/sentence initial 1 if the NPi occurs in the starting of the sentence else 0, 1 if the NPj occurs in the
position starting of the sentence else 0
1.1.2 After PP 1 if the NP; occurs after a preposition else 0, 1 if the NPj occurs after a preposition else
0

1.1.3/End of the sentence 1 if the NP; occurs in the ending of the sentence else 0, 1 if the NPj occurs in the
ending of the sentence else 0

1.2 |NPType
1.2.1|definite NP 1 if the NP; starts with ‘the’ else 0, 1 if the NPj starts with ‘the’ else 0




1.2.2|/demonstrative NP 1 if the NP; starts with demonstratives such as ‘that’, ‘this’, ‘these’ else 0, 1 if the NPj
starts with demonstratives ‘the’ else 0

1.2.3/Proper Name 1if NPiis a proper noun, else 0, 1 if NP; is a proper noun, else 0
2 Specific Features

2.1 Complete Match

2.1.1|Full String Match 1if NPiand NPj has full string match, else 0

2.1.2 Alias 1if NPi is an Alias of NPj or vice-versa, else 0

2.1.3 Appositive 1if NPi, NPj has appositive relation, else 0
2.2 |Partial Match

2.2.1 Percentage of Match percentage of string match between NPi and NPj

2.2.2 Distance number of lines between NPi and NPj

2.2.3 Capital Letter 1if NP;is in capital letter, else 0, 1 if NPjis in capital letter, else O
2.3 |Relation Words

2.3.1 head Noun head Noun in NPi and NPj

2.3.2 distance number of lines between NPi and NPj
TABLE 3: Feature Set used in Tree CRFs learning

For Tamil data, we used the same set of feature except feature number 2.2.3, as there is capital
letter in Tamil. For preprocessing Tamil text, we have used a morphological analyser built using rule
based and paradigm approach (Sobha et al. 2013). PoS tagger was built using a hybrid approach where
the output from Conditional Random Fields technique was smoothened with rules. (Sobha et al. 2016b).
Clause boundary identifier was built using Conditional Random Fields technique with grammatical rules
as features (Ram et al. 2012). Named Entity built using CRFs with postprocessing rules is used (Malarkodi

and Sobha, 2012). Table 4 show the precision and recall of these processing modules.

S.No |Preprocessing Modules Precision (%) Recall (%)

1 Morphological Analyser 95.61
2 Part of Speech tagger 94.92 94.92
3 Chunker 91.89 91.89
4 Named Entity Recogniser 83.86 75.38
5 Clause Boundary Identifier 79.89 86.34

TABLE 4: Shallow Parser modules and their performance scores.

Experiment, Results and Evaluation



We have evaluated NP coreference resolution engine for English and Tamil text. For English, we

used the development data provided in NW and BN Genre of CoNLL shared task 2011. BN Genre data

had 782 corefering NP pairs and NW Genre data had 1898 corefering pairs. For Tamil we used the

1000, online Tamil News articles. The overall performance of corefering NP pair identification is

presented in the table 5.

S.No | Language | Genre | Precision % | Recall %
1 English BN 79.03 69.43
2 English NW 68.88 73.71
3 Tamil News | 81.14 66.67

TABLE 5: Performance of corefering NP pair identification

To analyse the performance of the identification, we started to explore the recall in each type of

corefering NP pairs. The detailed recall in each type of corefering NP pairs is given in table 6 and table 7

for BN and NW genre data in English respectively and table 8 for News genre text in Tamil.

Type of Corefering NP pair

Number of pairs present Number of pairs identified Recall %

Complete Match 298 298 100
Partial Match 104 102 98
Definite NPs 114 89 76.72
Person NPs 9 9 100
Acronym 2 2 100
Relation Words 253 43 16.5

TABLE 6: Detailed analysis of corefering NP in BN Genre, English

Type of Corefering NP pair Number of pairs present Number of pairs identified Recall %
Complete Match 908 908 100
Partial Match 168 149 88.69
Definite NPs 269 249 92.56
Person NPs 20 20 100
Acronym 8 7 87.5
Relation Words 525 66 12.5

TABLE 7: Detailed analysis of corefering NP in NW Genre, English

Type of Corefering NP pair Number of pairs present

Complete Match

876

Number of pairs identified Recall %

876 100




Partial Match 172 153 88.95
Demonstrative NPs 279 251 89.96
Person NPs 18 18 100
Acronym 11 9 81.82
Relation Words 223 79 35.42

TABLE 8: Detailed analysis of corefering NP in News Genre, Tamil
On analyzing the table 6, 7 and 8, it is very evident that the machine learning system fails to
capture the relation between two NPs, where there is no string match. The Complete Match NPs are
identified properly. On analyzing the precision of the system, the system has identified the Complete

Match NP pairs with high accuracy, where false positive is high in Partial Match and Definite NPs.

10

Though two NPs, which have partial match between them, can possibly be a corefering noun phrase, it is

not true in all case. There are a large number of non corefering NP, which have partial match between
them. And partial matching NPs may refer two different entities, example “Municipal committee” and

‘Advisory Committee”. These bring more number of false positives. Noun-Noun anaphora resolution

engine fails to handle NPs as given in example 1, as in Tamil we do not have definiteness marker, these

NPs occur as common noun. Consider the following discourse.

Ex.1.a

maaNavarkal pooRattam katarkaraiyil
Student(N)+PI demonstration(N) beach(N)+Loc
nataththinar.

do(V)+past+3pc

(The students did demonstartions in the beach.)
Ex.1.b

kavalarkaL maaNavarkalai kalainthu_cella
Police(N)+PI students(N)  disperse(V)+INF
ceythanar.

do(V)+past+3pc

(The police made the students to disperse.)

Consider the discourse Ex.1. Here in both the sentences ‘maaNavarkal’ (students) has occurred

referring to the same entity. But these plural NPs occur as a common noun and the definiteness is not
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signalled with any markers. So we have not handled these kinds of definite NPs which occur as common
nouns.

Popular names and nicknames pose a challenge in noun phrase coreference resolution. Consider
the following examples; ‘Gandhi’ was popularly called as ‘Mahatma’, ‘Baapuji’ etc. Similarly, ‘Subhas
Chandra bose’ was popularly called as ‘Netaji’, ‘Vallabhbhai Patel’ was known as ‘Iron man of India’.
These types of popular names and nick names occur in the text without any prior mention. These
popular names, nick names can be inferred by world knowledge or deeper analysis of the context of the
current and preceding sentence. Similarly shortening of names such as place names namely ‘thanjaavur’
(Thanajavur) is called as ‘thanjai’ (Tanjai), ‘nagarkovil’ (Nagarkovil) is called as ‘nellai’ (Nellai), ‘thamil
naadu’ (Tamil Nadu) is called as ‘Thamilagam’ (Tamilagam) etc introduce challenge in noun phrase
coreference identification. These shortened names are introduced in the text without prior mention.
The other challenge is usage of anglicized words without prior mention in the text. Few examples for
anglicized words are as follows, ‘thiruccirappalli’ (Thirucharapalli) is

anglicized as ‘Tirchy’, ‘thiruvananthapuram’ (Thiuvananthapuram) is anglicized as ‘trivandrum’,
‘uthakamandalam’ is anglicized as ‘ooty’. Spell variation is one of the challenges in noun-noun anaphora
resolution. In News articles, the spell variations are very high, even within the same article. Person name
such as ‘raaja’ (Raja) is also written as ‘raaca’. Similarly, the place name ‘caththiram’ (lodge) is also
written as ‘cathram’. In written Tamil, there is a practice of writing words without using letters with
Sanskrit phonemes. This creates a major reason for bigger number of spell variation in Tamil. Consider
the words such as ‘jagan’ (Jagan), ‘shanmugam’ (Shanmugam), and ‘krishna’ (Krishna), these words will
also be written as ‘cagan’, ‘canmugam’ and ‘kiruccanan’. These spell variations need to be normalised
with spell normalisation module before pre-processing the text.

Even without utilizing any knowledge resources, we are able to fairly identify the corefering NP

pairs. By using resources such as WordNet, thesaurus, we can handle the NP pairs, which does not have



12

string match. A dictionary of popular names, related words and spell verient words will be very useful.
More syntactic features should be used in identifying correct Partial match pairs and disambiguation the
non-corefering pairs.
Conclusion

The paper describes the identification of corefering NP pairs using tree CRFs, which is part of
Coreference resolution task. Here we have analysed the possible types of corefering NP pairs and their
distribution in the corpus. We have used the coreference tagged CoNLL share task 2011 data for train
and testing for English and inhouse developed News genre Tamil data. On the whole the machine
learning algorithm performs well. The machine learning algorithm works badly for NP pairs, where there
is no string match. These can be improved by adding features from other knowledge resources. The false
positive that occurs with partial match NPs requires more features to disambiguate the corefering and

non-corefering pairs.
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0. Introduction

Speech recognition devices have been very popular in the recent years and they have
reduced much of human’s mechanical routines with simple and confined speech expressions.
Amazon’s Alexa, Google’s ‘Hi Google’, Apple’s Siri etc., are some of the popularly used tools
that have been in the market for quite some time. Many of these devices recognize English speech
considerably well within a limited structure with the basic idea that speech can be accounted for
when it is within a pre-defined and a well-controlled construction. “Alexa! Set the alarm at
4:30PM”, “Hi Google! What’s the time now?”, “Alexa! What is the weather now?”, “Alexa! What
is the status of the Flight AI177” etc., are some of the expressions which these gadgets can respond
to in a very live manner. These devices when connected to online resources such as weather
stations, atomic clocks, airline schedules and so on, they become very convenient in accessing
information conveniently. When posed with some random expressions like, “Alexa! Why am I
having a headache?”, “Hi Google! Do I have COVID?”, “Alexa! Why do I feel cold?” etc., they
attempt to parse some of the key words such as “headache”, “COVID”, “COLD” respectively and
come up with related answers to these key words as they can access from the web resources. These
represent attempts to process any manageable structures from a mechanical perspective, without
any human intelligence or rigorous Natural Language processing tasks involved. Thus, it can be
assumed that leveraging the natural language utterances to the extent possible is one of the goals
of this type of research and building such devices may not require much of Al techniques at all.
Despite such simplicity in technology, this type of devices is not yet available for any Indian
languages, including Tamil, although it is quite possible to build one by employing these
technologies.

Along these lines of research, an attempt is made in this work to build a mobile Robot
called g,Lﬁ]Q._g (tamilu), which can recognize a set of pre-recorded speech in Tamil and respond
accordingly as coded in the algorithm written in C++ and Python. This is not precisely like any
speech recognition devices as discussed above, which can parse words and syntactic structures of
a language to certain extent. But, it is a pattern recognition tool which can match pre-recorded
speech patterns to that of a similar one as uttered by the users. It is speaker centric in the sense that
only the voice of those who recorded the speech can be recognized and responded, but not any
random voice of such patterns. Its scope is very limited and mostly narrowed down to some of
the scopes within a pedagogical context in that it can be used to train language learners to proceed
through their carefully pre-recorded voice to casual spoken speech. However, a routine is provided
in the system to replace the existing recordings with the voice of other users, so anyone can attempt
to use this device as needed. Unlike the devices such as Alexa, Google, Sri etc., this is a mobile
Robot which can be given command to move around with the four wheels and recognize objects
on the way so it can divert its moving direction. This device is built with a speech recognition
card and Arduino’s technology. (Cf. https://www.arduino.cc).
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The Robot that is discussed here consists within it a C++ code interacting with the pre-
recorded Tamil sentences, as stored in the speech recognition board, and the Arduino’s resources
to operate the motors as attached in the device; pinging any website to play audio as desired;
responding to custom-tailored speech and so on. Although the potentials of this device can be
expanded infinitely with other possibilities, particularly using the built-in Unix operating system
with Wifi along with some of the potentials of the versatile software such as Python, PHP and the
databases like MySQL, only a few built-in functionalities are discussed here. As this research is
still in progress more features are being added upon on an ongoing basis to make it more robust
for any imaginable practical applications. A set of template videos, mostly developed toward
language learning purposes, is demonstrated at http://robot.tamilnlp.com and subsequently
described in detail in this article.

0.1. Moving around with L298N Motor Drive Controller and Tamil Commands:

The L298 motor drive controller as attached to Arduino boards can be used to make mobile
robots and this technology is made use of in the Tamil Robot with a driving factor being a set of
Tamil commands interacted through the speech recognition module. The commands such as
“(LP6OT6TTITEL  6UMMIS” (munnala vanka)!, “LIleoTeormey GUIMMRIG” (pinnala ponka),
“GiH&IMI&” (cuttuiika), “6TL&| LIGHSHLDM &HHGIMIG” (etatu pakkama cuttuiika), “6UEVG)
L& &LOIT &'&;QIFFJJSB” (valatu pakkamaa cuttunka) etc., are some of such pre-recorded speech

patterns in the recognition board and they can be used to operate the Robot to move in different
directions such as forward, backward, left, and right. When the board’s speech recognition
microphone coupled with the C++ code’s loop structure, a sequence of commands can be given to
the Robot to move around accordingly. This feature can be used conveniently by the learners of
Tamil to get used to directions in Tamil and subsequently be able to operate the Robot to move
around with their own voice. As mentioned earlier, this Robot is built in such a way that anyone
can replace the existing commands with their own voice and subsequently make the Robot follow
their own directions. A module to give directions and getting used to corresponding direction
related expressions in Tamil 1s demonstrated in the video
http://robot.tamilnlp.com/directions.mp4.

0.2. Repeat until you learn: Learning Tamil literature with the Tamil Robot.

With the use of the in-built functions to play sound in Arduino and correspondingly with
the use of Python’s sound libraries, it becomes possible to play pre-recorded speech efficiently in
a number of different ways. ‘Repeating the lines of verses until one learns them fluently’ is a
method that is employed to train students learn Tamil literary verses such as 4,5 &G lq. (atticati)
and YMBTEQTM] (purananiru) to certain extent. Some of these poems are recorded with each line
of the verses as separate recognition unit, and subsequently the students are capable of repeating

! polite expressions are used to address this Robot for two reasons. One, for using a gender-neutral expression and
for the other to make unambiguous utterances to make the recognition easier for the Robot. In fact, nothing
prevents the user from replacing them with their own expressions of choice, using the corresponding routine but
by taking a careful measure to avoid any ambiguity for the pattern matching process by the Robot.



them by one line at a time, as played by the Robot. When the student utters a line that is
recognizable by the Robot, it plays the subsequent line for the student to repeat, so the student can
repeat the same line, or the line next to it. Thus, when the student utters the following line, instead
of repeating the same line, the Robot continues to utter subsequent lines successively. Thus, the
Robot and the student get to recite the entire poem with each of them saying a line at a time, a
stage which can be conveniently called a “fully memorized stage” for students. This method of
“Repeat until you learn” is demonstrated in the videos http://robot.tamilnlp.com/aattucudi.mp4
and http://robot.tamilnlp.com/sangam.mp4, with lines from Atticudi and Purananuru respectively.
This method can be made use of to memorize poems from any Tamil literary piece, provided the
lines of the poems are recorded in the speech recognition board ahead of time and made available
for the Robot to recognize. This method can also be used to train students learn and memorize
words such as Tamil months, days, Tamil years and related others, which require a constant
practice. For instance, the video http://robot.tamilnlp.com/tamil _months.mp4 demonstrates as to
how Tamil months are practiced with a student either repeating after what is said by the Robot or
alternate with Robot to utter them all.

0.3. Live connection with online database servers.

Not many Arduno’s boards come with built-in Wifi and operating systems, except for the
board Yun (https://www.arduino.cc/en/Guide/ArduinoYun). What is unique about Yun is that it
has a built-in full-blown Linux operating system along with all the Wifi capabilities. With Linux
operating system, it is virtually possible to make use of all the functionalities of any mini-computer
including to run software applications such as Python, PHP, Shell Script and so on; and interact
with databases as needed. Raspberry PI also has similar capabilities, and it is quite possible to use
the speech recognition card with Raspberry PI, but it hasn’t been attempted yet in this work. Not
to mention the fact that a wide variety of audio and video libraries can also be made use of with
the Arduino and Speech recognition boards provided they are linked with the Yun board.
Exploiting these functionalities of Yun, this Robot interacts with an online database dynamically
and play audio files from English-Tamil pedagogical dictionary and Thirukkural verses stored in
audio format. With the commands such as, “GLONLD HHBSGMET QFTELEYRIG” (tamilu
tirukkural collunka), “&JTHEF CFTEL CIFTLEYIMIS” (akaratic col colluika), the Robot picks
verses from Thirukkural and words from dictionary randomly and plays it for the user. Although
this system is not furnished with many other internet based features such as querying weather,
flight schedules etc., as Alexa and other devices do, it is quite possible to enable such features in
this system by using the corresponding APIs. However, with an ongoing update of the online
databases for Tamil, it is quite possible to make the Robot serve new content dynamically without
having to make any change in the Robot itself. What it entails is that Robot on the one hand, voice
commands and interaction with the database servers on the other hand make a live interaction with
the knowledge content as stored in the databases.

0.4. Interactive conversational partner.

Conversations between Robot and the user can be made possible provided a set of
dialogues are written ahead of time and subsequently one part of the dialogue is pre-recorded in
the recognition card and the other part is communicated by the user. Every dialogue consists of
human’s turn versus Robot’s turn and the human’s turn should be recognizable by the Robot as



pre-recorded in the recognition board. Hence, all the human’s turns when recognized, the Robot
plays the corresponding response in a real-time mode. Such conversations need not necessarily be
performed in a sequence from beginning to end and the Robot can be made to respond to any part
of the conversation at any given time. A sample interactive conversation dialogue is made use of
with the Tamil Robot and demonstrated in the video:
http://robot.tamilnlp.com/beginners_tamil.mp4. Given the fact that there are complex expressions
in Tamil which are dificult to learn, a separate dialogue is written to particularly practice a number
of patterns involving many complex grammatical constructions in Tamil. For example,
expressions like UMJ&HHISHL I (BSHMSOEHMTHEUTEUS (parttukkittirukkiratarkakavavatu),
QUCMETIIILL_MRIGENT? (varénnuttankala?), GUTUIIL (LG WITSIRIM &S SHITSHEUIT
(poyitamutiyatunratukkakava) are some of the commonly used complex expressions by native
speakers of Tamil in daily routines but are very hard to learn and utter by any second language
learner. When such expressions are recorded and kept in the recognition board, the Robot may
be made to recognize such expressions from the student and respond accordingly, in the same
technique of ‘repeat until you learn’. Robot repeats the same expression until it is uttered correctly
by the student and does not proceed to subsequent expression unless it is pronounced correct. A
sample video along this line of method is demonstrated in
http://robot.tamilnlp.com/learn_to_speak.mp4.

0.5. Talking Robots

With a sequence of commands and responses being the driving factor in constructing these
Robots, it is surely possible to let the Robots interact each other provided the question/answer
sessions are planned carefully with appropriate time intervals. An attempt is made to make two
Tamil Robots interact each other with simple conversation and it is demonstrated in the video
http://robot.tamilnlp.com/tamil_sangam.mp4. Although it is quite possible to make a long
conversation between Robots along these lines, such effort has not been attempted yet. The
following four key steps would help understanding the process involved in the performance of this
Robot.

1) Robot Listening Mode - Audio Signal < Users Issuing Commands

2) Pattern Matching with Pre-Recorded Dynamically Replaceable Tamil Commands
3) Perform an action with a match
(or)

4) Go to the listening mode with a signal for failure.

Step 3 can be one of the actions as outlined in sections 1.1 through 1.5, and the listening mode and
issuing commands as in step 1 should be concurrent and happen simultaneously. It is to be noted
that while performing the action as in step 3, the listening mode and subsequently issuing
commands would be stopped, unless it is done in a loop so issuing commands can be done while
performing an action by the Robot. Thus, the part of issuing commands can be performed by a
human or by another Robot, provided the commands are issued carefully synched with the listening
mode.



0.5.1. Commands and Responses:

The recognition board consists of twelve units and each unit can hold within it thirty unique
commands, with a total of three hundred and sixty commands. The commands as stored in each
unit should be unique in nature and should not be ambiguous in any manner for a good result.
Special care needs to be taken to make the commands without any ambiguities involving identical
words and expression. Each time a recognition is made within a single unit with what is uttered
corresponding action is performed by the robot. Separate command needs to be included in each
unit to switch to other units to perform actions within them. For example, the first unit has the
trigger word 6U600I&H&LD ‘vanakkam’.  Upon recognizing this command, the other commands as

stored within the first unit can be accessed. Subsequently to switch between other units,
appropriate command needs to be included in each unit. To cite an example, when the command
S5SGlq CFTELEIMIS “atticiti collunka’, is recognized, the unit with the commands for
SHHGlq “atticuti” will be called upon and subsequently all the actions related to it can be
performed within it. Similarly, when the command LmBmemm| C&TeLeYIhI& ‘purananiru
collunka’ is recognized, it will be switched to the unit where MBTEHIMI ‘purananlru’ verses
are stored and correspondingly all responses related to it can be engaged in. When commands like
uUmT(RmI& ‘patunka’, eTOSWIMT UM UT(RMIG ‘emjiyar pattu patunka’ etc., are recognized,
corresponding audio files are played using Python’s audio library.  Thus, recognition and
corresponding actions are compartmentalized within the commands as stored within twelve units
and interactions between human and robot within each of these units should be well planned ahead
of time as to how they are accessed. In this sense, the Robot is made to act upon within a set of
twelve domains of speech situations, and switching between these domains need to be determined
ahead of time. Perhaps, it might be possible to write a machine learning algorithm to switch
between units by the Robot itself based on the users multiple responses, but that sort of attempts
have not been made yet in this system.

0.6. Conclusion

It is quite possible to let a robot understand and process commands of any complex type
but doing so would require a very sophisticated and complex natural language processing
technique built as part of the code. Particularly, such attempts should involve within it many NLP
processors such as text to speech, speech to text, morphological and syntactic analyzer and so on,
but such attempt is yet to be made in this work. However, the intricacies and processes involved
in building such NLP methods have been studied and demonstrated already on various other
contexts including text to speech, morphological and syntactic analyzer etc., as can be seen in the
works of Renganathan (2016, 2014, 2001). What is demonstrated in this work is a unique pattern
matching method constructed within a set of Tamil speech patterns. All possible scopes of this
work are demonstrated with a set of sample videos as filmed in a live mode with the Tamil Robot

called g,Lﬁ]@ (tamilu).
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