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Abstract 

Automatic Tamil Text Summarization is one of the hard tasks while processing the Natural 
Language Processing. In general two methods are existing for text summarization, one is extractive 
summarization and the other method is abstractive summarization. The main problem with the 
existing summarizer is that the grammatical readability of the text is questionable. Secondly, most 
of the existing neural network-based models generate a trivial summary. Therefore, a new 
alternative approach is required to solve this problem. In this work, an attempt is made to design 
and develop an abstractive summarizer using a Generative Adversarial Network. The nouns, verbs 
are extracted and the term frequency, inverse document frequency is taken from the training and 
testing documents by using python NLTK POS taggers.  This input is given to the Generative 
Adversarial Network machine to generate and discriminate the next word in the sequence given 
the previous word. Which selects the most essential information from the given system. After that, 
the final sequence of summarized text is generated which captures the essential information from 
the original text. At first, the system uses the Tamil daily newspaper Dailythanthi dataset collected 
from the newspaper data for both training and testing. The standard measures like, precision, recall, 
and F1-measure are presented.  

Keywords: Natural Language Processing, Tami text, Summarization, Generative Adversarial 
Network, Abstractive Summarization, Precision, Recall, F1-measure. 
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1. Introduction  

Text summarization is one of the essential tasks in many Natural Language Processing, 
Information Retrieval, and Recommendation Systems. In general, there are two methodologies 
available for text summarization.  The first is extractive summarization and the Second method is 
abstractive summarization. Extractive summarization gets only the important sentences from the 
given set of sentences. Alternatively, in the case of abstractive summarization, it generates the set 
of main text ideas from the given set of input.  The latter method is difficult compared to the first 
one.  

There are several methods are available for Tamil text summarization. One of the important 
methods known as the seq2seq model generally uses the principle of maximum likelihood 
estimation (MLE) technique. It undergoes revelation bias during the interpretation phase. In this 
discrepancies between teaching and reasoning occur cumulatively with the order and become more 
pronounced as the extent of the arrangement increases. Therefore, the consistency and readability 
of the generated summaries remain inadequate, especially when the seq2seq model is applied 
directly to long articles. 

It is proved that GAN-based summarization system design gives good summarization for the 
English language. So, a similar thing can be an application for the Tamil language also.  Therefore, 
in this work, an attempt is made to summarize the documents using GAN Network for Tamil 
language text.  The output of the summarization is also good compared to the regular MLE-based 
methods.   

In this paper, Section 2 reviews the literature, Section 3 describes basic system design methods. 
Section 5 provides an overview experimental setup in section, 6 which explains the result and 
discussion. Section 7 Conclusion about the interpretation of the paper.  

2. Background Literature 

 The Tamil text summarization has an important tool for different Natural Language 
Processing and Information Retrieval and Recommendations. A vast amount of work has been 
carried out to summarization the text worldwide by considering its importance using different 
algorithms and modern tools.  This section deliberates works related to text summarization systems 
development. 

1. Thevatheepan Priyadharsan and Sagara Sumathipala 2019[1] summarized the Tamil text 
for Tamil online sports news using the NLP method. The text summarization is carried out 
with six sub-processes and the accuracy F-measure of this text summarization system is 
76.6% which is higher than the existing approach for the Tamil text summarization. 

2. Rupal Bhargava and et al., in 2020[2] attempted to summarize the text using paraphrase 
detection. This algorithm is used to reduce text verbosity by removing duplicate 
paraphrases. This approach is proposed in this article for abstract text summarization, 
which uses a Generative Adversarial Network to perform multilingual text summarization. 



3. Syed Sabir Mohamed and Shanmuga Sundaram Hariharan in 2016[3] attempted to 
summarize the Tamil text using the centroid approach. The paper follows on generating 
summaries using a Centroid-based algorithm. The authors reported 82.59% of results in 
one of their documents. 

4. Hao Xu and et al., in 2018[4] proposed a sequence GANs approach for long text 
summarization using Generator with double-attention, Discriminator with triple RNNs, 
and Policy gradient for training GAN. The model is still a supervised learning one relying 
on high-quality training datasets which is scarce.  

5. Apurva D.Dhawale and et al., in 2020[5] reviewed the advancing era of text summarization 
in Indian and foreign languages using the NLP method. Work can be divided into 
monolingual, bilingual, monolingual, and multilingual summaries. 

6. Ms. P. Mahalakshmi and et al., in 2021[6] tried a cross-language Multi-Document 
summary model using machine learning technology. In determining the summary score 
associated with the F measurement, the predicted NBC method resulted in a higher F 
measurement of 91.64%, while the CTLC methodology achieved an average F 
measurement of 86%. 

7. Siddhartha Banerjee and et al., in 2015[7] A MultiDocument abstract summary proposed 
using ILP-based MultiSentence compression. This includes statement clustering and 
summary sentence generation. Experimental results from the  2004 and 2005 DUC datasets 
show that the proposed approach outperforms all baselines and the latest extract 
summaries. 

8. Yenliang Chen and et al., in 2021[8] have developed a template approach for summarizing 
restaurant reviews using the TextRank algorithm. This way, users can quickly get positive 
and negative opinions about all the important aspects of the restaurant. 

  



3. System Design 

 
Figure-1 Adversarial Text Summarization Framework 

 
The general text summary block diagram is shown in Figure 1. The input data is a text string of n 
words X = {x1, x2... xn}, where xi is a word. For the X source, Y = {y1, y2... ym} is called the 
summary of the underlying truth and Y' = {y1', y2’... Y'm'} is the automatically generated 
summary. 
 
Generator with Double-Attention 
 
As shown in Figure 2, the generator, abbreviated as G, is a model of an encoder-decoder 
for sequence conversion. The goal of G is to generate a summary Y´ of a particular text x 
formalized as Yi´G (Y´1: i 1 | X1: n). Where Y´1: i is one of the steps. Partial 
summarization means generated and me. To find useful parts of the source code, we 
introduced the attention mechanism IARNN-WORD in X to solve the attention switching 
problem. Instead of using plain text words for your encoder, consider presenting the words 
to your encoder as follows: 
 

αi = σ(rtT Mikxi) (1) 

                        x̃i = αi ∗ xi                     (2)    
 

Where Mik is an attention matrix that turns the representation of the source text rt into a space 
consisting of words. Here we redefine a conditional probability for G as follows: 



G(yiJ|Y1J:i−1, X̃) = g(yiJ−1, si, ci) (3) 
 
Where si is the hidden state unit in the decoder and ci is the context vector in step i. For the standard 
GRU decoder, the latent state si is a function of the state of the previous step si - 1, of the output 
of the previous step y´i - 1, and of the ith context vector: 

si = f (si−1, yiJ−1, ci) (4) 
 

To generate the ith word of the summary, G uses all  of X's input, and the decoder recovers 
each word to which  a unique context vector corresponds. The context vector is defined as 
follows: 

            𝐜𝐢 = ∑𝐧
𝐉ୀ𝟏 𝜷𝒊𝒋 𝒉𝒋                (5) 

            The weight β is defined as follows: 

            𝜷𝒊𝒋 =  𝐞𝐱𝐩 (𝒆𝒊𝒋) 𝐞𝐱𝐩ൣ𝒆𝒊𝒋൧
∑ 𝐞𝐱𝐩 [𝒆𝒊𝒌]𝒌స𝟏

         (6) 

 

Where eij = a(sij, hi) is called the alignment model, which evaluates the goodness of fit from the jth 
word of the text and the ith word of the summary. This is the traditional attention mechanism used on 
the . decoder 

 



  
 

 

 

 

 

Figure-2 The Seq2Seq Generator Network 

 
Discriminator with Triple RNNs 

 Distinguishing D is used to distinguish the generated summary from the actual summary 
as much as possible. This is a typical problem of binary classification. Previous studies have shown 
that RNNs are suitable for word processing tasks, especially long texts, such as object selection 
and classification. Therefore, we use RNNs as the basic module of the identifier architecture. Train 
the discriminator using the mini-batch method to avoid folding mode. Here we use the human 
message (X, Y) as a positive example and the scanned message (X, Y) as a negative example. Here 
Y 

 G (• | X). At the start, we use the same batch size to randomly load (Xi, Yi) and (Xi, Yi) 
into the discriminator. For each pair of text summaries passed to the RNN, Hcontent is the hidden 
state vector of the source text and H Résumé is the hidden state vector of the summary. These two 
RNNs for feature extraction shared parameters. Then, pairs of abstract feature vectors H = [(Hc 0, 
Hs 0), (Hc 1, Hs 1), ..., (Hc k, Hs k)] are fed into the third, active RNN. as a binary classifier. The 
last layer is a softmax layer for the probability (X, Y) coming from the underlying truth data, i.e. 
D(X, Y). The optimization goal of D is to minimize the cross-entropy loss for binary classification. 
Policy Gradient for Training GAN 

       The adversarial summarization framework aims to encourage the generator to generate 
summaries that make it the discriminator difficult to distinguish them from real ones. So, the 
ultimate goal function of training is: 
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 𝐦𝐢𝐧
𝑮

𝐦𝐚𝐱
𝑫

𝒗[𝑫,𝑮] =  𝐄(𝐱, 𝐲) ∼ 𝐏𝐫(𝐗, 𝐘 )[𝐥𝐨𝐠𝐃(𝐗, 𝐘 )] +  𝐄(𝐗, 𝐘 ) ∼
                                         𝐏𝐠(𝐗, 𝐘 )[𝟏 𝐥𝐨𝐠𝐃(𝐗, 𝐘  )]                                                        (𝟕) 

Where Pr(X, Y) is a human sampled text pair and Pg(X, Y) is that of the generator, Y`∼ G (• | X). 
That is, G tries to produce a high-quality summary to fool D, while D tries to distinguish between 
the generated summary and the underlying truth.  

                      𝜽𝝅𝒃𝒆𝒔𝒕 = 𝐚𝐫𝐠 𝑴𝜽𝝅
𝒂𝒙  ∑ 𝒃𝒆𝒔𝒕𝑰̇

𝑨𝒊∈𝜽𝝅  𝑹𝒆𝒘𝒂𝒓𝒅(𝑺𝒊, 𝒀𝒊)               (𝟖) 

RL Strategy can evaluate every possible action in any state given the environmental feedback of 
the reward and find the action to maximize the expected reward E (i yi∈θπ Part Reward (si, yi), 
θπ). On this basis, we assume that the generated summary is rewarded with the actual summary by 
D, denoted R(X, Y). We express the parameters as part of the encoder-decoder by θ, then our 
objective function is expressed by maximizing the expected reward of the generated summary 
based on the RL: 

                     𝜽𝒃𝒆𝒔𝒕
𝝅 = 𝒂𝒓𝒈 𝒎𝜽

𝒂𝒙 𝑬 ൫𝑹(𝑿, 𝒀ᇱ)൯ 

                              = arg 𝒎𝜽
𝒂𝒙 𝜮𝒙𝜮𝒚, 𝑷𝜽(𝑿, 𝒀ᇱ)𝑹(𝑿, 𝒀ᇱ)        (𝟗) 

                              = arg 𝒎𝜽
𝒂𝒙 𝜮𝒙𝑷(𝑿)𝜮𝒚, (𝒀ᇱ|𝑿)𝑹(𝑿, 𝒀ᇱ)   

Where Pθ (X, Y`) represents the probability of some text summaries (X, Y`) under the parameter 
θ. We redefine the right-hand side of equation (9) to be Jθ, which is the expected reward when G 
gets the optimal parameter. The probability distribution of each  pair of key documents (Xi, Y`i) 
can be considered as uniformly distributed: 

                     J𝜽 =  𝚺𝒙 𝑷(𝑿)𝚺𝒚, 𝑷𝛉(𝐘ᇱ|𝐗)𝐑(𝐗, 𝐘ᇱ) 

                           ≈ 𝟏
𝒏

∑𝒏
𝒊ୀ𝟏 𝑹(𝑿𝒊, 𝒀𝒊ᇱ)                        (𝟏𝟎) 

Whose Gradient w.r.t is: 

   𝜵𝒋𝜽 =  𝜮𝒙𝑷(𝑿)𝜮𝒚, 𝑹(𝑿, 𝒀ᇱ)𝛁𝑷𝜽(𝒀ᇱ|𝑿) 

           = 𝜮𝒙𝑷(𝑿)𝜮𝒚, 𝑹(𝑿, 𝒀ᇱ)𝑷𝜽(𝒀ᇱ|𝑿) 𝜵𝑷𝜽ൣ𝒚ᇲห𝒙൧
𝒑𝜽൫𝒚𝟏ห𝒙൯

 

           = 𝜮𝒙𝑷(𝑿)𝜮𝒚, 𝑹(𝑿, 𝒀ᇱ)𝛁𝑷𝜽(𝒀ᇱ|𝑿)𝛁𝒍𝒐𝒈 𝑷𝜽(𝒀ᇱ|𝑿) 

           ≈ 𝟏
𝒏

∑𝒏
𝒊ୀ𝟏 R(Xi,Yi’) 𝜵𝒍𝒐𝒈 𝑷𝜽(𝒀ᇱ|𝑿)           (𝟏𝟏) 

The Gradient approximation is used to update 𝜃, 𝑤ℎ𝑒𝑟𝑒 𝛼 𝑑𝑒𝑛𝑜𝑡𝑒𝑠 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 − 𝑟𝑎𝑡𝑒: 

                      𝜽𝒊ା𝟏 =  𝜽𝒊 +  𝜶𝜵𝑱𝜽𝒊                             (𝟏𝟐) 

  As a result, the key to gradient optimization is to calculate the probability of the generated 
summaries. As the model parameters are updated, the model gradually improves summarization 
and reduces losses. Expected rewards can be estimated by sampling. In the training process, 



weakening on one side leads to a break in the fight, the problem of fashion collapse. So I took over 
the Monte Carlo search, recorded a partial decode, calculated the average of all possible rewards, 
and added it to the subsequent sequence. More precisely, if t = n, the decrypting result is only a 
partial result and the reward is R (Xi, Y`1: i). Based on the gradient of the policy, the discriminator 
on the other side tells the generator to generate a summary similar to the ground truth. Ideally, the 
dispersal of the produced summaries and the distribution of the actual summaries completely 
overlap. 

4. Experimental Setup  

The dataset used for Summarization is received from the Dailythanthi free open website.  It is a 
Dailythanthi News Dataset having 50 News Articles of fifteen different categories. This dataset 
includes four different attributes, such as News Id, News summary, News Category, News Title, 
and News.  In this dataset the given dataset is given to the experimentation system and a 
summarized abstract is received along with the title.  
 
4.1 Experiment Setup 
 
A python program is developed with the TensorFlow, Numpy, Scipy, Nltk, Cuda packages to 
model the GAN model (TextGAN) to generate text summaries. This prototype works well for 
state-of-the-art data in the database. In this program, it will be able to expect only the GAN model 
alone.  The system is configured to run in a standalone PC Environment.  
 
The system is simulated and testing and the sample test results are presented as follows 
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5. Results and Discussion 

 
The performance of the Tamil text summarization arrangement can be appraised by using four 
different standard metrics is Precision, Recall, Accuracy, and F1 measure. Precision dealings the 
factualness of the summarizer system.  Higher precision means fewer false positives, while a lower 
precision means false positives.  

Precision =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of extracted text
 

 
Recall measures the completeness, or sensitivity, of a classifier. Higher recall means fewer false 
negatives, while lower recall means more false negatives.  
 

Precision =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of annotated text
 

 
The correct classification instance measured by, 
 

Accuracy =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

Total Number of instances 
 

 
A harmonic F1-measure is finding the mean of recall and precision 
 

F1 − Mesure  =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Table 1 Performance of Results Evaluation of GAN Summarizer Process 

Precision  Recall F1-Score Accuracy 

92 90 90 91 
 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) was used as the automatic 
evaluation method. The ROUGE dimension family, based on n-gram similarity, was first 



introduced in 2003. Assume a set of reference summaries-reference summary sets (RSS) created 
by annotators. The ROUGE-n score for the candidate summary is calculated as follows: 

ROUGE-1 0.90 
6. Conclusion 
 
Tamil Text Summarization is one of the essential tasks in Text Information Retrieval and Natural 
Language Processing. Developing and acquiring more accurate inferences for Text Summarization 
is a challenging task.  This paper proposes a GAN model for Tamil Text summarization. In this 
algorithm, the summarization gives an accuracy is 94 percent which is comparatively good as 
compared to the traditional summarizers. 
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Abstract 
 
Multisource Automatic Tamil Text Synthesis is one of the complex tasks in processing natural 
language processing. In specific, abstractive summarization is hard to perform as compared to 
extractive summarization. The main problem with the existing contents is that the grammatical 
readability of the text is questionable. Secondly, most of the existing neural network-based 
models generate a trivial summary. Therefore, a new alternative approach is necessary to 
resolve this issue. In this work, an attempt is made to design and develop an abstractive 
summarizer using Latent Semantic Analysis. The nouns, verbs are extracted and the term-
frequency, inverse document frequency are taken from the training and testing documents by 
eliminating the stop words. This input is given to the Latent Semantic Analysis machine to 
extract important features. This is done by multiple text sources and the redundancy 
elimination is done. Once it is done again these topics are combined and a final summary is 
generated. At first, the system uses the different daily newspapers on the same topic collected 
from the newspaper data for both training and testing. Standard measurements like, accuracy, 
recall, and F1-measure are calculated.  
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1. Introduction 

Text summarization is one of the essential tasks in many Natural Language Processing, 
Information Retrieval, and Recommendation Systems. In general, there are two methodologies 
available for text summarization.  The first is extractive summarization and the Second method is 
abstractive summarization. Extractive summarization gets only the important sentences from the 
given set of sentences. Alternatively, in the case of abstractive summarization, it generates the set 
of main text ideas from the given set of input.  The latter method is difficult compared to the first 
one.  

There are several methods are available for Tamil text summarization. One of the important 
methods known as the seq2seq model generally uses the principle of maximum likelihood 
estimation (MLE) technique. It undergoes revelation bias during the interpretation phase. In this 
discrepancies between teaching and reasoning occur cumulatively with the order and become more 
pronounced as the extent of the arrangement increases. Therefore, the consistency and readability 
of the generated summaries remain inadequate, especially when the seq2seq model is applied 
directly to long articles. 

In this work, an attempt is made to summarize the documents using LSA for Tamil language 
text.  The output of the summarization is also better compared to the regular MLE-based methods. 
The main objective of this is to summarize the the documents from multiple-sources. However, 
due certain practical reasons, limited dataset is taken for experimentation.  It is collection of articles 
from the web of different categories.  

In this paper, Section 2 reviews the literature, Section 3 describes basic system design methods. 
Section 4 provides an overview experimental setup in section, 5 which explains the result and 
discussion. Section 6 Conclusion about the interpretation of the paper.  

 

2. Background Literature 

The Tamil text summarization has an important tool for different Natural Language Processing 
and Information Retrieval and Recommendations. A vast amount of work has been carried out to 
summarization the text worldwide by considering its importance using different algorithms and 
modern tools.  This section deliberates works related to text summarization systems development. 

1. Thevatheepan Priyadharsan and Sagara Sumathipala 2019[1] summarized the Tamil text 
for Tamil online sports news using the NLP method. The text summarization is carried out 
with six sub-processes and the accuracy F-measure of this text summarization system is 
76.6% which is higher than the existing approach for the Tamil text summarization. 



2. Rupal Bhargava and et al., in 2020[2] attempted to summarize the text using paraphrase 
detection. This algorithm is used to reduce text verbosity by removing duplicate 
paraphrases. This approach is proposed in this article for abstract text summarization, 
which uses a Generative Adversarial Network to perform multilingual text summarization. 

3. Syed Sabir Mohamed and Shanmuga Sundaram Hariharan in 2016[3] attempted to 
summarize the Tamil text using the centroid approach. The paper follows on generating 
summaries using a Centroid-based algorithm. The authors reported 82.59% of results in 
one of their documents. 

4. Hao Xu and et al., in 2018[4] proposed a sequence GANs approach for long text 
summarization using Generator with double-attention, Discriminator with triple RNNs, 
and Policy gradient for training GAN. The model is still a supervised learning one relying 
on high-quality training datasets which is scarce.  

5. Apurva D.Dhawale and et al., in 2020[5] reviewed the advancing era of text summarization 
in Indian and foreign languages using the NLP method. Work can be divided into 
monolingual, bilingual, monolingual, and multilingual summaries. 

6. Ms. P. Mahalakshmi and et al., in 2021[6] tried a cross-language Multi-Document 
summary model using machine learning technology. In determining the summary score 
associated with the F measurement, the predicted NBC method resulted in a higher F 
measurement of 91.64%, while the CTLC methodology achieved an average F 
measurement of 86%. 

7. Siddhartha Banerjee and et al., in 2015[7] A MultiDocument abstract summary proposed 
using ILP-based MultiSentence compression. This includes statement clustering and 
summary sentence generation. Experimental results from the  2004 and 2005 DUC datasets 
show that the proposed approach outperforms all baselines and the latest extract 
summaries. 

8. Yenliang Chen and et al., in 2021[8] have developed a template approach for summarizing 
restaurant reviews using the TextRank algorithm. This way, users can quickly get positive 
and negative opinions about all the important aspects of the restaurant. 

3. System Design  
 

In this design, the system is having documents, and terms are used for summarizing the document. 
Initially, the Tamil text documents are collected from the articles of different newspapers and a 
matrix is for with row-wise terms and column-wise documents.  Matrix X with (i,j) describes with 
the ith term with jth document representing the frequency of the term in the document.  



 

The row matrix relations of different documents for the particular term.  

 

In the someway, the column matrix represents how one document represents the different terms.  

 

The dot product represents the correlation between two terms. The matrix product XXT contains 
all these dot products and hence giving their correlation. Now, we perform the singular value 
decomposition by decomposing the matrix X into U and V orthogonal matrices. This is 
called Singular Matrix decomposition: 

 

The matrix products giving us the term and document correlations then become: 

 

Both products have the same non-zero eigenvalues, now the decomposition looks like this: 



 

The sigma value is called the singular value, and ui and vi are called the left and right singular 
vectors. Matrix VT shows the strength of each word in a sentence or document. The use of this 
matrix becomes apparent as the implementation progresses. The document vector dj is an 
approximation in low dimensional space. This approximation is described as follows. 

 

Algorithm 
The algorithm for LSA consists of three major steps: 

i. Input matrix creation: By creating the matrix X as matrix representing the document and 
term frequency as given in the above matrix.  

ii. Make Tf-IDF (Term Frequency-Inverse Document Frequency): the cell is filled in with 
the tf-idf value of the word. A higher tf-IDF value means that the word is more frequent in 
the sentence but less frequent in the whole document. The higher value indicates that the 
word is much more representative for that sentence than others. 

iii. Singular Value decomposition (SVD): In this step, SVD is performed. It is representing 
the Euclidean Vector representing the relationships between words and 
documents/sentences. It is having the capacity to reduce errors and improve accuracy.  

iv. Sentence Selection: Using the results of SVD different algorithms are used to select 
important sentences/words. Here we have used the Topic method to extract concepts and 
sub-concepts from the SVD calculations and are called topics of the input document. These 
topics can be sub-topics, and then the sentences are collected from the main topics. 



v. Generate Sentence : After considering these words/topics in to account a essential 
generator ( Random Generator) used to generate the sentence by taking the words into 
account.  
 

4. Experimental Design  
The dataset used for Summarization is received from the different Tamil News Papers of a free 
open website.  It is a having 120 News Articles of different categories. This dataset includes four 
different attributes, such as News Id, News summary, News Category, News Title, and News.  In 
this dataset, the given dataset is given to the experimentation system and a summarized abstract is 
received along with the title. As it is an unsupervised data structure there is no need for training.  

4. 1 Experimental Setup  

A python program is developed with the Numpy, Sklearn, Nltk packages to model the LSA model 
to generate text summaries. This prototype works well for state-of-the-art data in the database. In 
this program, it will be able to expect only the LSA model alone.  The system is configured to run 
in a standalone PC Environment.  
 
5. Results and Discussion  
The overall performance of the Tamil textual content summarization association may be appraised 
via way of means of the usage of 4 distinctive trendy metrics is Precision, Recall, Accuracy, and 
F1 measure. Precision dealings the factualness of the summarizer system.  Higher precision way 
fewer fake positives, whilst a decreased precision way fake positives. 
 

Precision =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of extracted text
 

 
Recall measures the completeness, or sensitivity, of a classifier. Higher take into account manner 
fewer fake negatives, even as decrease take into account manner extra fake negatives. 
 

Precision =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of annotated text
 

 
The correct classification instance measured by, 
 

Accuracy =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

Total Number of instances 
 

 
A harmonic F1-measure is finding the mean of recall and precision 
 

F1 − Mesure  =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 
 



Table 1 Performance of Results Evaluation of LSA Summarizer Process 

Precision  Recall F1-Score Accuracy 

89 91 90 89 
 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) turned into used because of the 
automated assessment method. The ROUGE measurement family, primarily based totally on n-
gram similarity, turned into first brought in 2003. Assume a hard and fast reference summaries-
reference precise sets (RSS) created with the aid of using annotators. The ROUGE-n rating for the 
candidate precise is calculated as follows: 

ROUGE-1 0.89 
 

6. Conclusion 
 
Tamil Text Summarization is one of the essential tasks in Text Mining and Recommendation 
systems. As it is a complex syntax and semantics it is hard to put into a structure and therefore 
there are too many subjective inferences.  This paper proposes an LSA model for Tamil Text 
summarization. In this algorithm, the summarization gives an accuracy is 89 percent which is 
comparatively better accuracy as compared to the traditional summarizers. 
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�ொர�:  ��<ய>?� @ArtiAcial Intelligence) உDEபான  கG	HகI?Jய� @Machine Learning)  கI?கK

கடMத பNதா�OகP� எR�பாராத அள?G	 TUபமான ��ய�க�ளE VWMX வIYறX. படN�தE

பா�NX அR� இIEபவG�ற� க�ட>வX �தாடHY �மா\�பய�EV வ�ர ப�தரEபUட

]�க�ான  ^வ��க�ள_ ��`�மaற_ ��<X காUbaKளX .  எcd` ஐ^ராEfய  �மா\கP�

இI�	` அள?G	N த�� �தgய �மா\கP� அ�வ Rற`பட இயH	வR��� .  இதG	E ப�

கரhகK இIEfd` ,  �த��மயானதாக  நாHகK கIXவX ^பாXமான  அள?G	

தரj�கணHகk`,  கG	HகI?Jய�ாள�கk` இ��� எ�ப^த .  ��`�மயான

தரj�கணHக�ள உIவா�	வX தர�வ_ ^�கWEபX` @collection),  ��`�மEபONXவX` @cleaning),

அ�டயாள�OவX`/]U�டJOதm`  @annotation/tagging) �தgய  ப�  ^வ��க�ள அட�YயX .

அவG�ற ஒ�ற�f� ஒ�றாகj` ]� ^நர` இ�ணNX` ��<ய ^வ�baKளX .  இX �	Mத

பh_o�மa`,  பண_���j` �பாRMத  பh .  தரj�கணHகK இ��ாம� கI?கk�	�

கGDNதIவX எPத�� .   இEபhJ� ��<RN தாKகK ,  த�� ?�YEpbயா ,  வ��Eq�கK

�தgய எ�ணGற வ��N தளHகP� இIMX ^�கW�கEபUட  பdவ�க�ளN �தா	NX , f�r

க�ளMX,  நக� s�Y எONதjட� �O�Y?O` t��J� ��ா�^�ா�ட -2021  தரj�கணN�த

பY�Y^றா`. ^�கWNத பdவ�க�ளN �தாட�களாக fWNX, fற�மா\_ ��ாGகK s�Y இXவ�ர

இ��ாத �கE�பWய ��ாG�றாட� �தா	E�பE  ப�டNRI�Y^றா` ..  vட^வ பJGD?�கEபUட

கI?J� உU�பாR�யa` �வPJOY^றா`. 

Abstract:  Machine Learning, a subAeld of ArtiAcial Intelligence, has shown a substantial impact

on every Aeld of technology. It has shown capabilities of solving complex tasks such as image

recognition  to  language  translation.  However  when  compared  to  European  languages,  the

machine learning models perform very badly at low resource languages like Tamil. There are

many factors that contribute to this, and we consider two speciAc factors, scarcity of Tamil NLP

researchers  and  more  importantly  lack  of  datasets  are  the  key  issues.  Creating  annotated

datasets involves many tedious tasks such as data collection, cleaning, identiAcation/tagging,
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and so on, that are burdensome and expensive. Modelling, training a machine learning model is

close to impossible without datasets. In this work, we compile news collected from numerous

resources such as newspaper websites, Tamil Wikipedia, blogs, etc., and release the dataset in

ready to use form. We processed the text and created a colossal phrase collection that we call

Cholloadai-2021. This is the largest collection of Tamil sentences to the best of our knowledge.

We release this dataset along with a trained model.

Keywords: Machine learning, ArtiAcial Intelligence, Language Modelling, Tamil Corpus, Language Technology

1. !"#�ர 

த�\� கG	HகI?Jய��E பG> நாHகK அ>Mத  வ�ர இX^வ �த� கUO�ர

எ�பதா� �bMதளj எ��ா� கINX�க�ளa` எP�மயாக  ?ள�க  �ய�DK^ளா` .

கG	HகI?Jய� பய�னE பG>a` ,  Ç_��E பG>a` ?வW�Y^றா` .  கG	HகI?Jய��

எEபb த��E பdவ�கK ^ம� ஏjவX ,  அதG	 எ�ன ^த�வ எ�பன பG>a` ?ள�	Y^றா` .

தரjகK எÑவளj ��YயமானX ,  அவG�ற எEபb_ ^�கWEபX ,  ��`�ம ��<வX எ�பன

பG>a` அ�oY^றா`. 

1.1. த%& ச'ொ( 

Rரா?ட  �மா\� 	O`பNR� ÖNத  �மா\கP� ஒ�றான   த�� ஒI

உய�தc_��`�மா\.   இர�டாJர` ஆ�OகP� க��வUOகP� ,  ஓ��_oவbகP� என

ப�^வD எàNX வbவHகK �பGறாm` இ��கண�` ��ாGகளâ]ய` அ\யாம�

�தாட�_]யாக  ^பணEபUbI�YறX.  க��வUO,  oவbகK,  தாK,  கhc என  த�� கடMX வMத

பா�த �க  s�டX .  கா�RG^கGப  த��ன தகவ�மNX� �கா�ட  த�� தG�பாàX

��<ய>?m` தட` பR�க  ^வ�O` .  அ��மகா�NR� ��<ய>jN X�றJ� உDEபான

கG	HகI?Jய�   காU]ய>?m`,  �மா\ய>?m` tக�NRவI` ��^னGறHகK த?��க

�bயாத�வ.  என^வ மாMத  �மா\யாக  மUO` இIMX வMத  த�� எMRரHகk` ^பo`

�மா\யாகj` வb�வO�க  ^வ�O` .  இத� �பாIUO எONத  �யG]J� ?�ளவாக  எàMத

பh^ய இX.

த�\�  அb_��ா�^�ாO கா�` ,  எ�h��க,  ^வGD�ம �தgயG�ற ?ள�க ஒ�D

அ��X ப�  f��னாUOகK ^��MX VX_��ாGகK fறEபதா� த�� ஒI ஒUOt�� �மா\ .

ஒG�ற ஆ<த�`, 12  உJ�கk`,  18  �ம<கk`,  �ம<கP� உJ^ர> 216  உJ��ம< என �மாNத`

247  அW_oவb  எàNX�க�ள� �கா�டX த�� .  இI��ாGகK இ�ணa` ^பாX எEபb இ�ணய



^வ�O` எ�D Vண�_]J��கண ?RகK உ�O.  இEபbE ப� பWமானHக�ள� �கா�ட த��

�மா\�ய� கhc�	� கGDNதIவX எPதான காWயம�D.

1.2. இய� ச'ொ( ஆ+�க 

இய��மா\யாK�க @natural  language  processing)  எ�பX கhc�ய �மா\^யாO

ஊறவாட_��<த�.  இEபb_ ��<வR� பய�கK எ�ணGற�வ .  �கE^ப]^யா  மb�கh^யா

நா` �பாNதா�க�ளN தUb இய�காம� ,  வா<?UO_ ��ா�வ�த� ^கUO_ ��ா�னபb

��ய�பOமாJ� கhc�ய அ�னவI` பய�பONத  வ\��<a` .  இய��மா\�யE VWMத

கhc,  ^கU	` ^கK?க�ளE VWMX �கா�O இ�ணயNR� இI�	`

அ>j�களâ]யHக�ள அèYE பbNX ^கK?�^கGப  பR��_ ��ா��  வ��தா	` ;

ப��மா\கPm` இI�	` இ��YயHக�ளa` ,  ë�க�ளa`,  �ா�^றா� உ�ரக�ளa`

�மா\�பய�NX  தI`;  எàNXE f�rக�ள,  இ��கணE f�rக�ள� க�ளய� �க�காO�	` .

இEபbE ப�  ^நரbE பய�கK இIEfd` ,  மாMத   Ö�ளJ�/அ>?� இய�Vக�ள ^நரbயாக

க�ட>ய  �bயா?bd`,   அ>j�டய  எ_�HகK �மா\aK V�தMX Yட�Y�றன .

கhc�யa`, �மா\�யa` vNதாட �வNX அÑ?ய�Vக�ள� க�ட>வX மாMத இனNR�

அ>jEப]�	_ ]றMத ?IMX. 

எcd` கhc�	 இய��மா\�ய� கGDNதIவX எP�மயான  ^வ��ய�� .

இய�பா< ��ளNX� Y�ளNத மாMத �மா\கK �க_ ]�க�ான�வ . ^ப_]m` @எàNRm` vட)

ப�  ?வரHக�ள_ ��ா��ாம^�^ய VWMX �காKk` அ>j மாMத��	 இIEபதா� ,  நம�	

எMத_]�கm` இ���.  ஆனா� இ�c�னX இ�c�ன எ�D �தWயாத ,  உ��கEபG> எMத

அ>j` இ�ாத,  எ�கP^�^ய இயH	`  கhc�ய �மா\^யாO உறவாட �வEபX �க�கbX .

அதனா� தா� கhcக�ள� �கயாள  ஏXவாக  tர��மா\கK இI�Y�றன .  இய�

�மா\க�ள� காUbm` இ��கணNR� ,  ��ாGகP�,  பய�பாUO வ�கJ�  tர��மா\கK

�க_]>ய�வ எPய�வ. ëGD�	` ^மGபUட tர��மா\கK இIEfd` , ஒI tர��மா\J�

�மாNத  �தG��ாGக�ளa` @keywords),  இ��கணN�தa`,   இடâ�ாரா  இ��கண  @context  free

grammar)  வb?�  ஓWI தாKகP� அட�Y?ட �ba` .  ஒÑ�வாI tர��மா\a` ஒIவரா^�ா ,

]�ரா^�ா ஒI ?தEபான @speciAc) பhக�ள� கhc�	 அ>jDNதE ப�ட�கE பUட�வ. இய�

�மா\க^ளா  அEபb 	>EfUட  ஒI ]�ரா� வbவ�ம�கE பUட�வ அ�� .  கா�E^பா�Y�

V?ய�மEV,  ப�பாO,  வhக`,  அர]ய� �தgய   எ�ணGற  காரhகளா� மாGறHக�ள

உKவாHYய�வ.  அ`மாGறHகK எàNRm` ,  ஒgEfm`,  ��ாGகPm` நடMXKளன .

இ��கண` vட அதG	 ?R?��க��.

இEபb �க_]�கான  இய��மா\�ய� கhc�	� கGDNதர  �மா\N தரjகK



இ�>ய�மயாத�வ.  �மா\NதரjகK எ�றா� பdவ�கk` ,  அவG>� íX ஏGறEபUட

^மMதரjகkமா	`.  ^மMதரjகK எ�பX ,  பdவg� ��ா��EபO` கIN�தEபG>

?வரHகளாக  இI�க�ா`.  எO.கா:  Imdb,  amazon  reviews  தரj�கணHகK @datasets)  amazon  reviews

dataset  எ�பX அ^ம�ா� ?Gப�னN தளNR� வாHYய  �பாIK பG> Tக�^வா� எàRய

f�îUடHகP� �தா	EV .  எONX�காUO�காக  அNதரj�கணNR� இIMX ஒI மாRW�யE

பட`-1 இ�  கா�க. இX�வாI ��ாGo�வ @sentiment detection) தரj�கண`. 

"I bought this for my husband who plays the piano. He is having a wonderful time playing these old hymns. The music is at

times hard to read because we think the book was published for singing from more than playing from. Great purchase

though!"

5/5

பட`-1:  அ^ம�ா� தரj�கணNR� இIMX ஒI மாRW .  அ�ம�ா� தளNR� வாHYய VNதகN�தE பG>

ஒIவ� எàRய Vகà�ர f�îUட`.

��ாG�றாட� Vக�_] tர`f இI�Yறதா ,  அ��X இக�_] tர`f இI�Yறதா  எ�D

அ�டயாள�டEபUட  தரj.  பட`-2 இ� �பய�_��ா� உணW  தரj�கணNR� இIMX ஒI மாRW .

��ாG�றாடW� வI` �பய�_��ாGக�ள அ�டயாளHகாUO` தரj . இ^த ^பா� ��ா�வ�க @Parts

of  Speech/POS)  ?வரN�த அ�டயாள�UO ஆHY�NRG	E ப�  தரjகணHகK உKளன .   இEபb

ஒÑ�வாI வ�கயான  அ�டயாளHக�ள� 	>NX� காUb தரjகணHக�ள உIவா�	வத�

^நா�க`,  �மா\J� ப�  பWமானHக�ள கhcகk�	 எONX�ர�க^வ .  ஒI கண��க

இEபbNதா� ��<ய  ^வ�O` எ�D அDRJUO tர�ாக   கhc�	� கUட�ளJOவX ^பா�

^நரbயாக  �மா\�ய� கGDNதர  இய�ா�மயா� தா� இEபb ப�^வD அ�டயாள�Uட

தரj�கணHக�ள @annotated  datasets)  �தா	�க  ^வ�baKளX.  இEபb ��ாGo�வய>த�

@sentiment  detection),  �பய�_��ா�mண�த� @named  entity  recognition),  ��ா�வ�க 	>Nத� @POS

tagging),  ^கK?�	-பRm�ரNத� @question  answering)  என  ப�^வD இய��மா\யாK�க

?�னயாUடHகk�	 @natural language processing tasks) தரj�கணHக�ள ப�டNத� அவ]ய`.

க�ட_�Hக கா�மான Y.�.400 �	` Y.f.100 �	` இ�டEபUட கா�NR�

- - கா�` கா�` - -

RIவKkவ� RI�	ற�ள த��_�HகNR� அரH^கGற �கj` ]ரமEபUடதாகj`

�பய� �பய� tDவன` - - -

�b?� ஒள�வயாW� X�ண^யாO மX�ரJ� அரH^கG>யதாகj` ந`பEபOYறX

- �பய� - ஊ� - -

பட`-2: “க�ட_�Hக கா�மான Y.�.400 �	` Y.f.100 �	` இ�டEபUட கா�NR� RIவKkவ�, RI�	ற�ள

த��_�HகNR� அரH^கGற �கj` ]ரமEபUடதாகj`, �b?� ஒள�வயாW� X�ண^யாO, மX�ரJ�

அரH^கG>யதாகj` ந`பEபOYறX.” எ�ற ��ாG�றாடW� �பய�_��ா� ]U�டக�ள ù^r கா�க.



1.3. ச�,ய-.� க�
/க��0ய1� 

பk�வ�  	�ற�க ப� உNRக�ள மாMத� த` வர�ாG>� �கயா�OKளன� . உJW��ா

கI?க�ளE ப�டNX`, உJIKள ?�H	க�ள அரவ�ணNX` ^வ��_o�ம�ய� 	�ற�க

�ய�DKளன�.  ^வ�க`V,  ?� அ`V ,  oNRய�,  ம��வUb,  ஏ��க�E�ப என  ப�கI?கK

�தாடHYE �பாR oம�க ,  �வ	üரE பயணHகk�	 வ�bJà�க ,  ÇU�ட� காவGகா�க ,

^வU�ட�	 உதவ  என  நா< ,  கà�த,  மாO,  	R�ர �தgய  ப�^வD ?�H	க�ள

ÇUbனமா�YயX வ�ரJ� ப�வாறாக  உடm�rE�ப� 	�ற�க  �ய�DKளன� .  இ^த^பா�

Ö�ள_o�ம�ய 	�ற�க  எàNX ,  ஏO �தgய  கI?க�ளa` ;  கடNத,  கா�க  ^வ�bய

தகவ�க�ள� 	>NX �வ�க �ந> ��றக�ளa`, �மா\� vDக�ளa` ப�டNXKளன�. 

இR� கவனNR� �காKள  ^வ�bய�வ இர�O .  ஒ�D �பாX�மJgIMX  ?X�ம

^நா�Y @generalization  to  specialization)  பயh�	` இய�V .  காவm�காக  ÇUbனமா�Yய  நா<,

^வU�ட��க�D தcயாகj` ,  XEப>வதG	 எ�D தcயாகj` இனE�பI�க` ��<யEபUடX

எP�மயான  எONX�காUO.  இர�டாவX Ö�ள_ o�ம�ய� 	�ற�	` எMத உNRகk` உJ�

உKள�வ Y�டயாX .  மாMதW� அ>jNRற�ன எMத  ?�H�க� �கா�O` ஈO ��<ய

இய�?���.  �பாR oம�	` கà�த ^வ�றMத  ^வ���யa` கGகாX .  பயணNRG	

மாUOவ�bJ� qUbய  கா�ளகK t�N�த உr�ா` ,  ஆனா� எNத�ன ஆ�OகK ^வளா�

t�NR� YடMதாm` அX ^வளா��ம கGகாX. 

இIபதா` ëGறா�O வ�ர இEபbNதா� .  அ�ா�^�ா  ��_o எ�பாI` ,  ஆ�� °WH

எ�பாI` கhcJய�� ஒI X�றயாக tD?ய fற^க �பாX�மJgIMX-?X�ம ?ONX

�பாX�ம ^நா�YN RI`fயX அ>?ய� .  கhc எ�ற  ஒ^ர கI?�ய ஒ�D�	^மGபUட

ப�^வD பhக�ள_ ��<aமாD பh�க�ba` எ�ற  t���ய எUbயX  கடMத

ëGறா�b�தா�.  கhc�ய ^த�வ� ^கGப  பh�க  அவGD�	 எ�ன  ��<ய^வ�O`

எ�D அ>jDNத ^வ�O`.  அEபb அ>jNX` ��றக�ள இI�பI` fWjகளாக fW�க�ா` .

அ)  tர�ா�க`@Programming)  எ�பX பhகP� ��<��ற�ய ஆ<MX எ��ன�ன

��<ய^வ�O`,   எMத  வW��J� ��<ய^வ�O` எ�D கUட�ளக�ள எMத?தE

�பாIKமய�க�` @�பாIKமய�கHகK தா� tர� வà�கk�	@programming bugs) �தGகாரண`)

இ��ாம� �தPவாக tர�ா< தWNXN தIவX . ஆ) மாறாக ஒÑ�வாI பhJ�  ��<��ற�	`

tர� தW�காம�,  மாMத� எEபb கGY�றன^ரா அEபb� கGக_ ��<வX ��<ய>வா	` @ArtiAcial

Intelligence).  ��<ய>?� கhc^யா /கI?^யா  எEபb கGYறX ,   எ�ன  கGYறX எ�ப�தE

�பாDNXE ப� X�றகK அதdK அடH	`. 

அR� ஒ�D தா� கG	HகI?Jய� @Machine  Learning).  இ�தJ�த இEபbNதா�

��<ய^வ�O` எ�D கUட�ளக�ள எàதாம� ,  எ�ன  ��<ய^வ�O` எ�ப�த



எONX�காUOகPgIMX f\M�தO�க_ ��<வX கG	HகI?Jய� .  இEபbE f\வதGகான

TUபHக�ள VKPJய�, கhத?ய� எ�D ப�^வD X�றகPgIMX �பற�ா`.

1.3.1. நரவ�� 

Ö�ளJ� ஏற�	�றய  ëD^காb நர`பè�கK உKளன ,  ஒÑ�வாI அèj` மGற

ஆJர�கண�கான  அè�க^ளாO f�னபUbI�	` .  இEபbயான  f�ணEVகK YUடNதUட

ëறாJரH^காb.  கhcJ� எEபb எP�மயான  ��ய�ா�க` �கா�ட  bரா�]oUட�கK

ப��ாJர  எ�h��கJ� ^��MX இயH	`^பாX கhc ?யNத	 ��ய�க�ள_

��<Yற^தா  அEபb^ய எP�மயான  நர`பè�கK  vUடாக  இயH	` ^பாX Ö�ள ?யNத	

^வ��க�ள_ ��<YறX [1,2,3].  இயG�கயாக  அ�மMத  Ö�ளJ� ��ய��a` அ�மE�பa`

உMXத�ாக��கா�O ��<ய>வ>ஞ�கK ப�டNதX தா� ��<நரவ�� @ArtiAcial  Neural Network)

oI�கமாக  ��.ந.வ  @ANN)  நரவ�� எ�பX ��<ய>j இய�க  �காK�கJ� ஒ�றான

vUbJய�YயNR� @connectionism)  �ம<EபONX` @realization)   ��றகP� ஒ�D .

நர`பè�கK@neurons)  ஒ�^றா�டா�D f�ணMX வ�� ^பா�ற  அ�மE�ப ஆ�	` .

நர`பè�கK தcNதc^ய ]>ய   ]>ய  ��ய�க�ள_ ��<தாm` அ�வ vUடாக

ஒIHY�ணMX இயH	` ^பாX ]�க� �	Mத ��ய�க�ள_ ��<ய வ��ன. 

��யgm` �W ,  அ�மEfm` �W ,  ��<நரவ��JmKள  நர`பè�கK �G>mமாக

Ö�ளJ� நர`பè�க�ள ஓNத�வ அ�� .  அ�மEV,  ��ய�,  பJm` ?த` �தgய  ப�

vDக�ளE �பாDNX ��<நரவ��கPm` ப�^வD வ�ககk�O .  ஒÑ�வா�>m`

நர`பè?� ப�VகK �வÑ^வD அளjகP� Ö�ளJ� நர`பè�வ ஒNததாக  இI�	` .

இH	 நா` காணE^பா	` நர`பè^வா �க�க எP�மயான ஒ�D. 

நா` காணE^பா	` நரவ��கK இ�rJ�rயாக  அ�மMRI�	` .  ஒI இ�rJ� ப�

அè�கK இI�	`.  ஒÑ�வாI இJmKள அè�கK அONXKள இ�rJgI�	` அ�னNX

அè�க^ளாO` f�ணMRI�	` .  எ��ாE f�ணEVகk` ஒ^ர வg�மa�டன  அ�� .

f�ணEVகP� வg�மக�ள மாGDவதா� ,  ஒ^ர அ�மEV�டய  ஒW ^வD நரவ��கK

�வÑ^வD பhக�ள_ ��<ய  �வ�க�ba` [4,5,6,7,8,9].  �த� இ�r உK¶UO இ�r @input  layer)

எ�D`,   க�டJ�r �வPßUO இ�r @output  layer)எ�D`,  இ�டJ� இI�	` இ�rகK

ம�றJ�rகK @hidden  layers)  எ�D அ�r�கEபO` .   எ��ா  இ�rகk` ஒ�ரயள?�ான

எ�h��கJ� அè�க�ளE �பG>I�க ^வ�O` எ�பR��� .  காUடாக Ö�D இ�rகK

இI�	` வ���ய� ù�வI` பட` -3 இ� காண�ா` .  �த� இ�rJ� Ö�D அè�கk` ,

இர�டா` இ�rJ� நா�	 அè�கk` ,  க�ட இ�rJ� இர�O அè�கk` இIEப�த

^நா�	க. உK¶UON தரj உK¶Ub�rJ� �தாடHY ப� இ�rக�ள�  கடMX �வPßUb�rJ�



வMX ^�I` ^பாX �Wயான  �வPßடாக  இI�க  ^வ�O` .  அEபb இ����யc� �Wயான

�வPßUbG	`,  வ�� கhNத  �வPßUbG	` உKள  இ�ட�வP�யE f�r�யன  @error)

கIX^வா`.  f�r�ய f�^னா�YE பா<_] இ�rகk�	 இ�டJ� உKள   இ�ணEVக�ள

வmEபONத^வா,  நgjற^வா  ��<^வா`.  இEபb f�r�யEபா<_] வ���யN RINXவதா� ,

@f�)f�rபா<_��  நரவ�� @backpropagation neural  networks)  [10,11]  எ�D அ�r�கEபO`.  இEபb

f�rபா<_] வ��JmKள  f�ணEVக�ள மாGDவ�த RINXத� அ��X

பJGD?Nத�@training).  இHYIMX நரவ�� எ�D ��ா�வ�த��ா` f�rபா<_�

நரவ���ய^ய 	>�	`.

                     

பட`-3: Ö?�r நரவ�� 

நரவ�� உK¶டாக  எ�கP� பUbய��^ய �காKk` .  �வPßடாகj` எ�கP�

பUbய^� வI`. இEபb எ�கP� பUbய�� கhதNR� கா? எ�D ��ா�வ� . கா?�யE பG>

?வர` f�^ன வIYறX .  இH^க கவc�க  ^வ�bயX Ö�D அè�கK உKள  இMத  வ��

Ö�D எ�கkKள  கா?�ய உU�காKk` .  Ö�D எ�கK எ�றா� ,  �EபWமான  �வPJ�

@three  dimensional  space)  உKள  ஏ^தா  ஒI VKP�ய� 	>�	` .  அ^த ^பா�  �வPவI`

இIபWமான� கா?கK இIபWமான  �வPJ� உKள  VKPக�ள� 	>�	` .  இ�டJmKள

இ�rகk�	` இ�த �பாDNRE பா�Nதா� ,  நரவ�� ஒI �வPJ� உKள  VKPக�ள

�வÑ^வD �வPகk�	� கடNXYறX .  f�r�யE பா<_oவR� Ö�` இMத  கடNத� நட�	`

பா�தக�ள  கUட�மEப�த உணர�ா`.

அ�மE�பE �பாDNX நரவ��க�ள இர�டாக  ப	�க�ா` .  ��îUட  நரவ��

@feedforward neural network), f�îUட நரவ�� @recurrent neural network) [12,13]. ��îUட வ��J�

ம�டகK @loop)  ஏX���ா�மயா�  தகவ�/உK¶O ஒ^ர R��J� இ�rகP� ஊடாக ஒI��ற

தா� பயh�	` .  f�îUட வ��J^�ா  ம�டJ� X�ணயா�  உK¶O இ�rகP� ஊடாக

ப���ற பயh�க� vO` .  இய��மா\ ?�னயாUடHகP� f�îUட நரவ��கP� பH	



��YயNXவ` வா<MதX. ஒ^ர வ��, ஒI �தாடW�  உKள ��ாGக�ள ஒÑ�வா�றாக உKவாHY

�தாடW� �பாI�ள அ>a` .  f�îUட  நரவ��J� ம�டEப�V ��வMத  ��ாGக�ள

t�ன?� �கா�O எR� வI` ��ாGக�ள ^நா�க வ\��<YறX.

2. ஒ45க�� !��க��

இய��மா\யாK�க fW?� ��ா�னX ^பா�E ப�  ?�னயாUடHக�ள பG>E

பா�N^தா`.  அ�டயாளHகPUட  தரj�கணHக�ள உIவா�	வX எPதான  காWயம�� .

ஆ�கயா� �த� பbயாக  அ�டயாள` ஏX���ாம� ��<ய�vbய  ?�னயாUட` ஒ��ற_

��<Y^றா`. �மா\�யாEபா�க`. 

2.1 ச'ொ(சயொ45

ஒI ^கK?. காUb� Vg ____ அbNXN R�றX. ?OபUட ��ா� எ�ன? ந` மனR� �தg�

^தா�D` ��ா� மா�ன.  ]�I�	 ஆU�ட,  	R�ர�ய எ�ற  ��ாGகk` ^தா�ற�ா` .   மா�

�தgய   ?�H	க�ள Vg �தgய  ?�H	கK அbNX� �காKk` எ�ற  உ��கEபG>ய

அ>j இIEfd` மா� எ�D ^தா�றாம� மா�ன எ�D ^தா�ற�காரண` ,  த�\�

இEபbNதா� ��ாG�றாட� அ�மa` எ�D நம�	Kள �மா\யாk�ம. 

மாMத  Ö�ள எEபb �மா\�யE VWMX�காKYறX எ�ப�த இ�d` ஐயNRG	

இடH�காடாம� அDRJUO_ ��ா�வதGY��� .  இ�d` ஆ<?� உKளE V�` தா� அX .

எcd` இRgIMX ஒ��ற உ<Nத>ய�ா` .  oG> அ�மMத_ ��ாGகK @Vg,  அbNX,  R�றX)

?OபUட_ ��ா� @மா�ன)  எ�னவாக  இI�க�ா` எ�D க�ட>ய  உதjYறX .   இ^த ^�ாத�ன

^வDமாRW ��<^வாமானா�,  Vg மா�ன அbNX _____.  இE^பாX ?OபUட_ ��ா� எ�ன எ�D

^கUடா� �கா�றX,  R�றX எ�ற  ��ாGகK ^தா�ற�ா` .  இEபb ஒI ��ாG�றாடW� இI�	`

��ாGக�ள �கா�O ?OபUட  ��ாGக�ள� கh�க_��<வX �மா\�யாEபா�க` எனEபO` .

VKPJய�,  கG	HகI?Jய� TUபHக�ள� �கா�O �மா\J� vDக�ள

கh�யாEபா�	வ^த கhய-�மா\-�யாEபா�க` @computational language model). 

2.1.1. எ-:;வ� 

^மG��ா�ன  பb ��வI` ��ாGக�ள� �கா�O �தாட�MX வI` ��ா����

கhNதg� �பய� ,  எ-YDவ  �மா\�யாEபா�க`.  ��வI` ��ாGகP� அ�னNX_

��ாGக�ளa` கINR� �கா�O அONத  ��ா���� கh�க^வ�O` எ�>��� .  @Vg,

மா�ன,  அbNX) என Ö�D ��ாGக�ள� �கா�O கhNதா� 4-YDவ` என��காKக.  @மா�ன

அbNX)  என  இர�O ��ாGக�ள மUO` கINR� �கா�O கhNதா� 3-YDவ` என��காKக .



இEபb எNத�ன_ ��ாGக�ள�  கண�Y� �காKY^றா^மா அ�தE �பாDNX எ-YDவ` என�ா`.

 

பட`-4: YDவHக�ள எEபb ஒI ��ாG�றாடW� இIMX ப�ட�க�ா` எ�பR� ஒI

உNR. ப�^வD sளH�கா�ட �ாளரHகP ��ாG�றாடW� íX ஓUb, �ாளரNRdK

அடH	` ��ாGகK YDவHகளா	`. 

2.1.2. தொ�ய-:;வ� 4

எ-YDவNR� ��வI` ��ாGக�ள அதாவX ஒI ��ாG�றாடW� ��ப	R�ய�

�கா�O íR�ய� கhN^தா` .  எO.கா.  Vg மா�ன அbNX R�றX எ�ற ��ாG�றாடW� உKள

அ�னNX இIYDவHக�ளa`@2-YDவHகK) �தா	Nதா� [Vg மா�ன,  மா�ன அbNX, அbNX

R�றX] எ�பன.  [Vg அbNX ] எ�பX அ_��ாG^றாடI�கான  இIYDவ���� .  ஏ�னc�

�தாட�_] அDMX ^பாYறX .   தா?ய-YDவNR^�ா  ��வI` ��ாGகK �தாட�]யா�

இI�க^வ�O` எ�>��� .  தா?ய-YDவ` @skip-gram) எ�பX எ-YDவNR� @�பாX�மE

பONRய,  generalization)  sU].  த-தா?ய-எ-YDவ` எ�றா� எ -எ�h��கaKள  YDவHகP�

அத� உDEVகK ��ாG�றாடW� த-üரNR� இI�	` என��காKக. என^வ [Vg அbNX] எ�பX

��ாG�றாடW� 1-தா?ய-2-YDவHகP� ஒ�D. 

YDவHக�ள RரUட ஒI ��ாG�றாடW� íX நகI` �ாளரN�த ஒUb �ாளரNRd` வI`

உIEபbக�ள @��ாGக�ள)  YDவHகளாக  �காKள�ா`.  �ாளரNR� sள` இர�டா< இIEf�

இIYறவ` Y�ட�	` ,  Ö�றா< இIEf� ÖYDவ` Y�ட�	` .  இEபb த -தா?ய-எ-

YDவHக�ள,  ^�கWNத  பdவ�கP� இIMX RரUb ,  நரவ���	 எONX�காUOகளாக  ஊUbN

தா� கh�யாE�ப வb�Y^றா`.

2.2. க=சயொ45க+ 

�பWய  கUடHக�ள� கUட  �தாடH	` ��V தாKகK அU�டகK �கா�O கUடட

அ�மE�பE ]>ய  வb?� அ_o /^பாg  பாவ�ண_ ��<வX கUடடE �பா>யாளW� வr�க` .



இEபb அள?m` வb?m` மUO` ]>யதான  பாவ�ண_ ��<ய  ^வ�O` எ�>��� ,

��யgm` இI�க�ா` .  இயG�கJ� ப�  tக�jகK ]�க� �	Mத�வ ,  எP�மயாக  VWMX

�காKளNத�கன  அ��.  இEபb இயG�கJ� tக�jகP� இய�Vக�ளN X�gயமாக

ஆ<Mத>ய  �bயாத  இடHகP� ^தாராயாமாகவாX அ>ய  உதj` ��ற ஒEபா�க` @modelling).

ஒEபா�க` கhcJ� X�ண�கா�O வb�கEபUடா� அX கh�யாEV@computational model). 

 வW��

 எ�

��ா� tக�

�வ�

 வW��

 எ�

��ா� tக�

�வ�

1 இEபbயான 1 1 �à�க 2

2 ஏற�	�ற 1 2 இEபbயான 1

3 ஒEVக�ள 1 3 ஏற�	�ற 1

4 கG	HகI?Jய� 1 4 ஒEVக�ள 1

5 Tè�கHக�ள 1 5 கG	HகI?Jய� 1

6 பG>ய^த. 1 6 Tè�கHக�ள 1

7 �à�க 2 7 பG>ய^த. 1

8 வbEபதGகான 1 8 வbEபதGகான 1

@அ) @ஆ)

அUடவ�ண-1: ��ா���டj எONX�காUO. 

கG	HகI?Jய� X�ற ஏற�	�றய  �à�க  �à�க  இEபbயான  ஒEVக�ள

வbEபதGகான TUபHக�ளE பG>ய^த. அR� �மா\யா<j�	 ��Yயமான ஒ�D ��ாG™வ�

@��ா�-üவ�, word-embedding).  கh�யாEVகK உU�காKk` வ�கJ� ��ாGக�ள எ�களாக

மாGDவX �க அவ]ய`.     

அ)  எP�மயான அ^த^வ�ள �ார` ஏXமGற ��றJ� ��ாGக�ள எ�ணா�	` வ\ ,

இI�	` ��ாGகள�னN�தa` ஒI பUbய�ாக  @அகர)வW��E  பONR ��ா�வI` வW���ய

அ_��ா�g� எ� வbவாக� �காKள�ா` .   இEபNRJ� �த� வWJ� இI�	` ��ாGக�ள

மUO` �தா	Nதா� Y�ட�	` ��ா���ட�வ@vocabulary) அUடவ�ண-1-இ� காண�ா`..  �à�க

எ�ற  ��ா� மUO` இர�O ��ற வMRIEபX கவc�கN த�கX .  ��ாGக�ள அகரவW��E

பbNதா� வW��EபONத ^வ�O` எ�ற�� ,  அ�வ எNத�ன ��ற வIY�றன /tக�Y�றன

எ�ப�தE �பாDNX` இI�க�ா`. 

ஆ) இ��னாI ��ற கா?களாக  மாGDவX. கா?@vector) எ�பX ஒ� எ�ணாக இ��ாம�

எ�கP� பUbய�ாக மாGDவX. இH^க பUbயg� sளN�த� கா?J� பWமான` என��காKக.

கா? ப� பWமானHகk�டயX .  எO.கா:  [0  0] இIபWமான  கா?,  [3  2  4] எ�பX �EபWமான  கா? ,



இEபb ëD அ��X ஆJர` எனE ப�  அளjகP�ான  கா?க�ள பய�பONXவX

கG	HகI?Jயg� வாb��கயான  ஒ�D .  [0  1],  [1  0] எ�ற  கா?கK இர�O`

இIபWமான��டயX எ�றாm` ,  இர�bm` 0-உ`,  1-உ` தா� வIYறX எ�றாm` ,  இர�O`

�வÑ^வD கா?கK எ�ப�த� கINR� �காKக .  எ�கP� மREV` ,  அ�வ இI�	`

இடHகk` ��YயNXவ` வா<Mத�வ எ�ப�தaண�க.

எP�மயான  வW�� எ��ண ?ONX எதG	 இEபbE  ப�பWமான� கா?�யE

பய�பONத  ^வ�O` எ�ற  ^கK? எàவX இய�V .  கா?கK ப�  பWமானHகP� வMதாm` ,

��ாGக�ள� கா?களாக  மாGD`^பாX எ��ா_��ாGகk` ஒ^ர அள?�ான  கா?க�ள�

�கா�Oதா� 	>�கEபO` .  �வÑ^வD ��ாGக�ள�	>�க  �வÑ^வD கா?கK இI�	` ,

அதாவX ஒÑ�வாI ��ா�m` ஒ^ர அள?�ான  பWமானH�கா�ட  கா?க�ள� �கா�O

	>�கE �பGறாm`, கா?�	K உKள எ�கP� மREV ��ாGக�ள ^வDபONR�காUO`.  இEபb

கா?கP� அளj t��யானதாக  இIEபR� �ாதக` ,  �மா\J� அRm` 	>Eபாக  த��

^பா�ற ஒUOt�� �மா\J� ��ா���ட�வ வW���ய� �கா�O 	>JO` ^பாX வI`

]�கmட� ஒEfO` ^பாX �வUட  �வP_�மா	` .  ஆனா� கா?க�ள அகரவW�� �கா�^டா ,

tக��வ� வW�� �கா�^டா  நாமாக  ஒI கா?�ய ஒI ��ா�m�	 �காO�க  �bயாX .

��ா�m�காண  கா?க�ள� க�ட>ய  ^வ�O` .  கா?க�ள நரவ��J� ஓ� உDEபா<

அ�மNX?Uடா�, RரUbய YDவHக�ளE �பாDNX வ���ய RINXவR� Ö�` கா?க�ள�

க�ட>ய_ ��<ய�ா` .  இEபb_ ��<வR� ��` ஒÑ�வாI ��ா�m�	` ஒI கா? ,  அதாவX

கா?J� பWமான  �வPJ� ஒI VKP ஒX�கEபOYறX .  அதாவX 200-பWமான  கா?க�ள

��ாGகk�	 ஒX�	Y^றா` எ�றா� ,  200-பWமான  �வPJ�,  ��ாGக�ள ü? ?OY^றா`

என��காKள�ா`.  ஆ�கயா� ��ாGக�ள� 	>�	` கா?கK ,  ��ாG™வ� @��ா�üவ�)

கா?கK எ�D` அ�r�கEபO`.

3. தர.�கண� 

3.1. தர.?ல�கொர� 

இI^வD வ\கP� ��ா�^�ா�ட -2021  தரjகK @பdவ�கK)  ^�கW�கEபUடன.  அ)  ஏGகன^வ

�தா�	�கEபUட தரjகணHகK. AI4Bharat, Leipzig Tamil Corpus, tamiltext-7M.txt

  ஆ) இ�ணயNR� �வPவI` ப�^வD ��<RNதாKகPm`, வ��E q�கPm`, ?�YEpbயா

^பா�ற  களâ]யHகkm` இIMX ,  த�� பdவ�க�ள_ ^�கWN^தா` .  இ�ணயதளNR�

இIMX பdவ� படHகK �தgய  வளHக�ள கவர  எàதEபO` tர�வ�க  ]�MR எனEபO` .

இ�ணயதளE ப�கHகK ஒ�^றா�டா�D �தாO�கEபUbIEபதா� ,  ஒÑ�வாI ப�கN�தa`



அèY அவG>� இI�	` வளN�த� கவ�வதா� ]�MR எ�ற  �பய� �ா�E �பாIMX` .

ஒÑ�வாI தள�` �வÑ^வD வbவHக�ள�  �கா�OKளன .  தளNRG^கGப_  ]�MRக�ள

எàத  Scrapy  எ�ற  �பNதா�_ @python)  �UடகN�த� @framework)  �கயாKY^றா`.  இEபb கவ�Mத

ப�கHக�ள mongodb எd` தரjதளNR� ^���Y^றா`. கவரEபUடE ப�கHகP� இIMX கUO�ர,

அத�  த��EV ,  �வPவMத  நாK,  �தாட�பான  ]U�டகK,  உ�ரJ� ஆ]Wய�  �தgய

^மMதரjகk` @^ம� ?வரHகK ,  அதாவX தர�வEபG>ய  தரjகK )  அடH	`.  எcd`

��ா�^�ா�ட-2021 இ� ����ா�ன  ^மMதரj @metadata)  அடHகாX.  எR�கா�NR� �Wயாக

ஒàH	பONR �வPJO^வா` .   கUO�ரக�ள எEபb உ�டNXE fWNX_ ��ாG^றாட�களாக

மாGDY^றா` எ�ப�தEபG> ù^r கா�க.

3.2. ச���'ப@ABத� 

அ)  �தாடரDNத�:  �பNதா� �மா\J� NLTK  களâ]யNR� sent_tokenize  tர� vG�ற

�கா�O ��ாG�றாட�க�ள உ�ட�Y^றா`. ஆHY� �மா\�காக எàதபUடE tர�vD எcd` ,

]�?டHகK த?�NX @காUடாக  ��ாGoI�கHகK:-  த.நா.  ;   ஐ.நா)  த�� ��ாG�றாட�க�ள

உ�ட�கj` உதjYறX.  இNதரj� கணNR� இIEபX ^பா� மா^பரள?� பdவ�கK இI�	`

^பாX, sent_tokenize  �கா�O �தாடரDNதாm` ,,  ^பாXமான அள?G	 ந�� ,  �à�மயான  த��

��ாG�றாட�கK Y�ட�	` எ�பX எHகK XhV .   ஆ)  ^வGD�மா\N �தாட� s�க� : த�à`

ஆHY��` அ��ாத  ^வGD�மா\ ��ாGகK ,  எàNX�கK tர`fய  ��ாG�றாட�க�ள

s�Y?OY^றா`.  இ)  �à�மயான  ஆHY�N �தாட�க�ள s�க� :  ஒI ��ாG�றாடW�

�àவXமாக  ஆHY�_��ாGகK மUO^ம tர`fJIEf� ,  அN�தாட�க�ள s�Y?OY^றா` .  ஈ)

ஆHY�_ ��ா Gக�ள ம�றNத� : த�� ��ாG�றாட� களâ]ய` எ�பதா� ஆHY�_��ாGகK

வI` இடN�த மUO` oUO` வ�கJ� ,  ஆHY�_��ாGகK வI` இடHகP����ா` ,

#ஆHY�`# எ�ற  ]றEV ��ா�X��ட@special  token) அ_��ாGகk�	E பR�ாக �வ�Y^றா`.

உ)  எ�க�ள ம�றNத� :  ஆHY�_��ாGக�ள அ�டயாள` காUbயX ^பா�^வ ,  எ�க�ளa`

#எ�#  எ�ற  ]றEV ��ா�X�டாக  மாGDY^றா`.  ஊ)  வW��E பONR நக� s�க� :  இDRயாக

அ�னNX_ ��ாG�றாட�க�ளa` வW��EபONR ,  நக�க�ள s�க நம�	� Y�ட�	` �தா	EV

��ா�^�ா�ட-2021  தரj�கண`.

4. ^�ாத�னகk` �bVகk` 

��ாG™வ�க�ள �கா�O ��ாGகP� ]�  இ��கணE ப�Vக�ள� க�ட>ய�ா` .

ஈW�r �கா�ட  ��îUட  நரவ���ய� �கா�O @two  layered  feedforward  neural  network)

�மா\�யாE�ப வb�Y^றா` .  தா?ய-YDவHக�ள �கா�O வb�கEபOவதா� இ�த தா?ய -



YDவ  �மா\�யாEV எ�D` அ�r�க�ா` .   ��ாG�றாட�கP� இIMX YDவHக�ள எO�க

நகI` �ாளர` எ�ற  உNR�ய� �கயாKY^றா` .  ஒI ^நரNR� ��ாG�றாடW� இNத�ன

��ாGக�ளNதா� கINR� �காKள^வ�O` எ�^பாமான� , அ�த ஒI 	>EfUட அள?�ான

�ாளரNR� ஊடாக பா�Eபதா< உIவக` ��<X�காKள�ா`. அ_�ாளரN�த_ ��ாG�றாடW� íX

ஓUb க�h� பO` ��ாGக�ள எONX��கா�டா� ,  Y�டEபX YDவ`.  �ாளரNR� sளN�தE

�பாDNX YDவNR� sள�` அ�மa` . 2-sள_ �ாளர` இIYDவHக�ளN தI`, 10-sள_ �ாளர`

10-YDவHக�ளN தI` .  இMத  உNR�ய^ய �காâ�` மாG> ,  இர�O நகI` �ாளரHக�ள

ஒ�றdK ஒ�றாக ஓUbனா� தா?ய-YDவ` எO�க�ா`. த-sள�Kள �ாளரNRd` எ-sள�Kள

�ாளரN�த ஓUbனா� ,  @த-எ)-தா?ய-எ-YDவ` Y�ட�	` .   எONX�காUடாக  3-sளH�கா�ட

�ாளர` தாவ��� கUOEபONX` .  அதdK 2-sளH�கா�ட  �ாளரN�த ஓUbனா� 1-தா?ய-2-

YDவHகK Y�ட�	`.

                        

பட`-5: இI நகI` �ாளரHக�ள� �கா�O ஒ��ற ஒ�றdK ஓUட தா?ய-YDவHகK Y�ட�	`.

^மGகாè` இர�O �ாரளHகP� 3-sளH�கா�ட �ாளர` தாவ�� கUOEபONX`. அதd` 2-sளH�கா�ட

�ாளரN�த ஓUbனா� 1-தா?ய-2-YDவHகK Y�ட�	`.

 

பட`-6: ஈW�r �கா�ட நரவ���	 ��ாG™வ�க�ள உK¶டாக��காONX அIக�ம YDவ_ ��ாGக�ள

கh�க பhNதா�, பJG_]�	 fற	 ��ாG™வ�கK ��ாGகP� ]� இ��கணE ப�Vக�ள அகEபONR

இI�	`.



வாbவா�� ஜ�g�கUO கா�ளகK ]W�Yறா� �மWனா கா?W பாa`

YW��கU ^தாc �ட≠U ^பாUb அh பாY≠தா� f]]ஐ

க?ஞ� கம� X�ர�ா� கIணாtR ராம�YIÆண� aவ� வrHYயவ�

அrகான அrYய  அrகாக fர`மா�டமான அr	 b�ர�U காத� 

அUடவ�ண-2:  இI ��ாGகk�	 இ�ட^ய இI�	` cosine-üரN�த �வNX �நIHYய ��ாGகK எ��ன�ன எ�ற

அ��g� Y�டNத எONX�காUOகK. 

பட`-6  நரவ��J� அ�மE�ப ?ள�	` .  ��ாG™வ� கா?கP� அளj =200.   அதாவX

உK¶Ub�rJ� பWமான` 200, �மாNத_ ��ாGகP� எ�h��க @= 301515) �வPßUb�rJ�

பWமானமா	`.   நரவ���ய பJGD?�கE பUட  fற	 அத� ��ாG™வ� கா?க�ள எONX

அவGDK இI�	` ப�Vக�ள ஆ<Mதா� o�வயான ]� ?வரHகK V�EபO` . Cosine-distance

எ�ற  இI கா?கk�	K இI�	` üரN�த� �கா�O அUடவ�ண -2 இ� உKள

எONX�காUOகK tரEபE பUOKளன .  வாbவா�� எ�ற  ��ா�g� கா?�ய மGறனNX

��ாGகP� கா?க^ளாO cosine-üரN�த� �கா�O ஒEfUO அIY� இI�	` ��ாGகK

எ��ன�ன  எ�D பா�Nதா� ஜ�g�கUO ,  கா�ளகK,  �மWனா  �தgய  ��ாGகK நம�	�

Y�ட�Y�றன.  இX எEபbயான  இ��கண� vDக�ள_ oUOYறX எ�D ^நரbயாக

VWயா?Uடாm`, பா���கJ� �தாட�V�டய ��ாGக�ள அ>யNதIYறX.

4.1. ச�ொ�ல�ொ��-2021 தர.�கண �வர� 

ச�ொ�ச�ொ�� அ��. :  ^மG��ா�ன  பb பdவ�க�ள �தாட�களாக  அDNX ,  f�r க�ளMX ,

வW��EபONR  நக�s�Y ப�ட�கEபUட ��ாG�றாட� தரj�கண` ,  ��ா�^�ா�ட-2021. �மாNத`

ஏà ^காb�	` �G^ற அRக @72000000) ��ாG�றாட�க�ள� �கா�OKளX. 

ச�ொ����.:  எ��ா_ ��ாG�றாட�க�ளa` �தாடI�டNX @word-tokenize),  	�றMதX ëD

��றயாவX உ�ரகP�  வMRI�	` ��ாGக�ள மUO` �கா�O ��ா���டj ஒ��ற

ப�ட�Y^றா`.  இR� �மாNத` ��îறாJர` ��ாGகk�	` �காâ�` vOத�ாக  உKளன .

��ா���டj அகரவW��Jm`, tக��வ� வW��Jm` வrH	Y^றா`.

:;வ��.:  YDவHகK ��ா��ள?� தா� இI�க  ^வ�O` எ�>��� ,  எàNதள?m`

இI�க�ா`.  ��ா���ட�வ �த�ாக��கா�O எàNதள?�ான  YDவHகK ஆ�	Y^றா` .

த�\� உJ� �ம< Vண�_] இய�பா� இIவ�கயான எàNX� YDவHக�ள ப�ட�க�ா` .  அ)

உJ��ம< YDவ` :  ஒI ��ா��� அEபb^ய எONX YDவ`fWNதா� 1-YDவ`  [��ா  � �� ]

எனj`,  2-YDவ`  [��ா� ��� ]  எனj`,  3-YDவ` [��ா���]  எனj` வI` .  4-YDவ`



இ_��ா�m�	 இ��� எ�பX �தPj.  அ) �ம<aJ� YDவ`: ��ா��� �ம<a`-உJIமாக [_

ஒ � � ஐ] தcNதcயாக YDவ`fWNதா�  1-YDவ` [_ ஒ � � ஐ]  எனj` 2-YDவ` [��ா, ஒ�, ��,

��] எனj` வI` .  இEபbE fWEபR� ^நா�க`  Vண�_]J� காரணமாக  ம�றMRI�	`

��ாGக�ள க�டM�தOEபX^வ.  எcd` �ம<a�JIமாக  fW�	` ^பாX �த� எàN�தa` ,

க�ட�யàN�தa` fW�காம� அEபb^ய �வNX?OY^றா` .  இX ஒG�றàNR� �தாடH	` ,

உJW� �ba` YDவHக�ள 	�றNX?OYறX .  ஒ�D �த� பNதா` YDவ` வ�ர உJ��ம<

வ�கJm`,  ஒ�D �த� பRனாறா` YDவ` வ�ர �ம<aJ� வ�கJm` YDவ`fW�Y^றா` .

�ம<aJ� YDவNR� வI` ÖHYDவHகK உJ��ம< YDவNR� வI` இIYDவHகP�

வI`,  எ�பX 	>EfடN த�கX .  ஆ�கJனா� �ம<aJ� YDவHக�ள �àதாக  @1...16)  ப�டNத

f�V,  அ�னN�தa` ஒ�றா�Y í�O` YDவNR� sள` �பாDNX 1-YDவ`, 2-YDவ` எனE

fWNX தcNதc ^காEVகP� ^���Y^றா` .  இEபb YDவ`fWNததG	 எMத ^நா�க����� .

இX எMத  வ�கJ� பய�பO` எ�D ��ா�வதGY��� .  எcd` அ�னNX

ஆ<வாள�கk�	` YUO` வ�கJ� �வPJUடா� VRய  ]Mத�னகk` பய�பாOகk`

^தா�D` எ�பX எHகK எR�பா�EV` ந`f��கa`.

5. !E.�ர

இEபhJ�, ��<ய>jNX�ற எ�பX கhcJய�, நர`fய�, �மா\Jய�, உள?ய�,

�தgய  ப�Eப�  X�றக^ளாO f�cEf�னMதX .  �bMதவ�ர எP�மயான  ��றJ� ஏ�

த��r ��<யவ>jN X�ற அb�யONX �வ�க^வ�O` எ�பத� அவ]யN�த உண�Nத

�ய�DK^ளா`.   ��<ய>?G	` கG	HகI?Jயm�	` தரj�கணHகK எEபb

இ�>ய�மயாத�வ எ�ப�த அ�oY^றா` ..  எÑ?த  அ�டயாள�	>கk`,  ]U�டகk`

இ��ாத  �வD` பdவ�க�ள� �கா�ட   தரj�கணHக�ள �வN^த ]றEபான

��ய�ா�கHக�ள ��<ய�ba` எ�ப�தa` தா?ய-YDவ ஒEf� Ö�` oUb� காUbaK^ளா`.

வIHகா�NR� ப�^வD அ�டயாள_]U�ட ^பா�ற  ^மMதரj ஏ>ய  தரj�கணHக�ள

ப�டEபX �கN^த�வயா� ஒ�றா	` .  த�à��கன  இI�	` ]றEfய�Vக�ள கhc�	�

கGDNதர  �மா\யGஞ�கK ப�^வD ?�னயாUடHக�ள வbவ�ம�க  ^வ�O` எ�D

^காW��க �வ�Y^றா` .  �தா	Nத  தரj�கணN�தa`,  ஆ�Yய  தா?ய-YDவ  ஒE�பa`

�பாX�வP�	 �ம�Ef�Y^றா`. 
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ேட்டுனபச் சுருக்ேம் 

கே ஃக஧ோர் ேீக஧ோர்டின் முதல் ஧திப்ன஧ உருயோக்கும்க஧ோது, இந்தப் புதின 

வதோமில்நுட்஧நோ஦து, ஧ோர்னயக் குன஫஧ோடு உள்஭ இ஭ம் தன஬முன஫னி஦ருக்கு ஋ல்஬ோ 

யமிே஭ிலும் ஧னன் உள்஭தோே இருக்ே கயண்டும் ஋ன்஧து முதன்னநனோ஦ க஥ோக்ேநோே 

இருந்தது. அத஦ோல்  அதிே அ஭யில் வசனல்஧ோடுேள் வேோடுக்ேப்஧ட்டிருந்த஦. 

இபண்டோயது ஧திப்ன஧த் வதோடங்கும்க஧ோது, ஋஭ினநனோே இருக்ே கயண்டும் ஋ன்஧து 

முதன்னந க஥ோக்ேநோே னயக்ேப்஧ட்டது. இத஦ோல், ஌ற்ே஦கய இருந்த சி஬ 

வசனல்஧ோடுேள் ஥ீக்ேப்஧ட்ட஦. சி஬ நோற்஫ப்஧ட்ட஦. சி஬ கசர்க்ேப்஧ட்ட஦. 

எரு தடயல் ஋ல்஬ோ உள்஭ீடுேளுக்கும் ஋ன்னும் கேோட்஧ோடு வசனல்஧டுத்தப்஧ட்டது. 

இதன஦ ஥ின஫கயற்றும் யிதத்தில் தடயலின் யனபனன஫ சற்று நோற்஫ி ஋஭ினநனோக்ேி 

னயக்ேப்஧ட்டது. இப்஧டிச் வசய்யதோல் எரு தடயலுக்கு அனுநோ஦ிக்ேப்஧டும் வசோற்ேள் 

சி஬ சநனங்ே஭ில் என்றுக்கும் கநற்஧ட்டு யரும் ஥ி஬னந உருயோேி஫து. இனதக் குன஫க்ே, 

உனிர் ஥ீட்சி ஋ன்னும் எரு புது உத்தி வசனல்஧டுத்தப்஧ட்டுள்஭து. ஧஬ வநோமிே஭ிலும், 

உனிர்வநய் ஋ழுத்து எரு த஦ி ஋ழுத்தோேகய ஧ோர்க்ேப்஧டுேி஫து. வநய்ம௄டன் உனிர் கசர்த்கத 

஧ோர்க்ேப்஧டுேி஫து. இதன் அடிப்஧னடனில் இந்த உத்தி உருயோக்ேப்஧ட்டுள்஭து. இத஦ோல் 

சுநோர் 90 யிழுக்ேோட்டிற்கும் கந஬ோே, எரு தடயலுக்கு ஥ோம் ஥ின஦க்கும் வசோல்தோன் 

முதலில் யரும். இது உள்஭ீட்டு கயேத்னத அதிேோிக்ேி஫து.  
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எரு தடயலில், தசநப் புள்஭ி உட்஧ட, எரு ஋ண் முழுயனதம௄கந உள்஭ிட யனே 

வசய்னப்஧ட்டுள்஭து. எரு தடயலில் எரு வசோல்வதோடனபம௄ம் உள்஭ிட஬ோம். எரு தடயலில், 

எரு கு஫ிம௃ட்னடம௄ம், எரு ஈகநோஜி அல்஬து ஧஬ ஈகநோஜிக்ேன஭ம௄ம் கூட உள்஭ிட஬ோம். 

                                       . இனய என்றுக்வேோன்று 

கநோதிக்வேோள்஭ோநல் த஦ித்த஦ிகன வசனல்஧டும். 

தநிமில் எரு வசோல்லில் ஧த்துக்கும் கநற்஧ட்ட ஥ீட்சிேள்கூட இருக்ே முடிம௄ம். ஋த்தன஦ 

஥ீட்சிேளுடன் ஋வ்ய஭வு வ஧ோின தநிழ்ச் வசோல்஬ோே இருந்தோலும், எகப தடயலில் வ஧றும் 

யசதி புதிதோேச் கசர்க்ேப்஧ட்டுள்஭து. இங்கும் கயேத்னத அதிேோிக்ே எரு புதின உத்தி 

஧னன்஧டுத்தப்஧ட்டுள்஭து.                                      

                                                  . 

 

ேட்டுனப 

 

முதன்னநனோ஦ நோற்஫ங்ேள் ஋ன்று ஋டுத்துக்வேோண்டோல், ஋ல்஬ோத் தடயல்ேளும் எகப 

அனநப்஧ில் வசனல்஧டுயனதம௄ம், எரு வசோல்ன஬த் தடவும் யிதத்தில் வசய்னப்஧ட்ட 

நோற்஫த்னதம௄ம் கூ஫஬ோம். 

஋ழுத்துக்ேள், வசோற்ேள், ஋ண்ேள், வசோற்வ஫ோடர்ேள், ஈகநோஜிக்ேள், கு஫ிம௃டுேள் ஋ன்று 

஋ல்஬ோயற்ன஫ம௄ம் வயவ்கயறு அனநப்புேளுக்குச் வசன்று அந்த அனநப்஧ில் தடவும் 

முன஫ நோற்஫ப்஧ட்டு, இனய ஋ல்஬ோகந எரு அனநப்஧ில் தடவுயதற்கு யனே 

வசய்னப்஧ட்டுள்஭து. சோதோபணத் தடயல்ேள் ஋ண், ஋ழுத்து அல்஬து வசோல்ன஬க் 

வேோடுக்கும். இந்த மூன்றுக்குள் கயறு஧டுத்த, ஋ழுத்துக்ேள் நற்றும் இ஬க்ேங்ே஭ின் 

இடங்ேள் நோற்஫ி அனநக்ேப்஧ட்டுள்஭஦. முதல் யினசனில், ேீழ் க஥ோக்ேித் வதோடங்கும் 

இ஬க்ேங்ேள் நற்றும்  ஋ழுத்துக்ே஭ின் ேீற்றுேள் ேீகம ேோண்஧ிக்ேப்஧ட்டுள்஭஦. 

அடிப்஧னடத் தடயல்ேன஭ ேீற்று ஋ன்க஧ோம். 



 

஧டம் 1. சி஬ ேீற்றுேள் 

ேீற்று வதோடங்கும் இடத்தில், அதன் வ஧னர் வேோடுக்ேப்஧ட்டுள்஭து. இ஬க்ேங்ேளும் 

஋ழுத்துக்ேளும் வயவ்கயறு ேீற்றுே஭ோே இருப்஧னதக் ேய஦ிக்ேவும். எரு கேோடு நட்டும் 

இருந்தோல் அது ேீற்஫ோே நட்டும் ஋டுத்துக்வேோள்஭ப்஧டும். ஋ழுத்துக்ேள் ஋ல்஬ோம் எரு 

஥ீ஭நோ஦ கேோட்டுடன் வதோடங்குேின்஫஦. ஆ஦ோல், வசோல்  க஧ோன்஫யற்றுக்ேோ஦ 

தடயல்ேள் ஋ல்஬ோம் எரு குட்னடனோ஦ கேோட்டுடன்தோன் வதோடங்கும். அத஦ோல் 

஋ழுத்துக்ேளுக்கும், இ஬க்ேங்ேளுக்குநோ஦ தடயல்ேள் நற்஫தற்ேோ஦ தடயல்ே஭ில் இருந்து 

கயறு஧டுேி஫து. 

எரு ேீற்஫ோே இல்஬ோத தடய஬ோ஦து, எரு வசோல், ஋ண், எரு வசோல்வதோடர், ஈகநோஜி, 

அல்஬து கு஫ிம௃டுே஭ின் வதோடர் ஋ன்஧தில் என்ன஫க் கு஫ிக்ே஬ோம். தடயலின் ேனடசி 

என்று, இபண்டு அல்஬து மூன்று கேோடுேள், அந்தத் தடயலின் யனேனனக் கு஫ிக்ேி஫து. 

இந்த இறுதிக் கு஫ிப்பு ஋துவும் இல்ன஬ ஋ன்஫ோல் அது வசோல்ன஬க் கு஫ிக்கும். ேனடசிக் 

கேோடு எரு மூன஬ யிட்டநோே இருந்தோல் அது எரு ஋ண் சபத்னதக் கு஫ிக்கும். அடுத்த 

நோற்஫ம், எரு தடயலில் எரு ஋ழுத்னத ஋ப்஧டிக்   கு஫ிப்஧ிடுயது ஋ன்஧து. முன்பு வதோடக்ே 

நற்றும் ேனடசி ஋ழுத்துக்கு எரு நோதிோினோேவும், இனடப்஧ட்ட ஋ழுத்துக்ேளுக்கு கயறு 

நோதிோினோேவும் இருந்தது. இப்க஧ோது ஋ல்஬ோ ஋ழுத்துக்ேளுக்கும் எகப நோதிோினோே 

நோற்஫ப்஧ட்டுள்஭து. எரு யினசனில் எரு ஋ழுத்து இருக்கும் தினசனில், எரு குட்னடனோ஦ 

கேோடோ஦து, அந்தத் தினசனில் இருக்கும் ஋ல்஬ோ ஋ழுத்துக்ேன஭ம௄ம் கு஫ிக்கும். இந்த 



நோற்஫ம் தடவும்க஧ோது சிந்திப்஧னத ஋஭ிதோக்குேி஫து. ஆ஦ோல், எரு தடயலுக்கு சி஬ 

சநனங்ே஭ில் என்றுக்கு கநற்஧ட்ட வசோற்ேள் அனுநோ஦ிக்ேப்஧டுயதற்கு யமி 

வசய்துயிடுேி஫து. ஋ண் வதோடர்ேளுக்ேோ஦ தடயல் சோினோ஦ எகப எரு ஋ண் சபத்னதத்தோன் 

வய஭ினிடும். இங்கு ஧஬ அனுநோ஦ங்ேளுக்கு இடநில்ன஬. இது நற்஫ தடயல்ே஭ில் 

இருந்து நோறு஧ட்டு இருப்஧னதக் ேய஦ிக்ேவும். 

 

    1.              

அடுத்த நோற்஫ம், அனுநோ஦ங்ேன஭க் குன஫ப்஧தற்குப் வ஧ோிதும் ஧னன்஧டுேி஫து. இந்தின 

வநோமிேள் க஧ோன்஫யற்஫ில், உனிர்வநய் ஋ழுத்துக்ேன஭ எகப ஋ழுத்தோேத்தோன் 

஧ோர்க்ேிக஫ோம். வநய்ம௄டன் உனிர் கசர்யதற்கு, முதலில் வநய் அடுத்து உனிர்க்கு஫ிம௃டு 

஋ன்று உள்஭ிடுேிக஫ோம். இந்த உனிர்க்கு஫ிம௃ட்டின஦த் த஦ினோே உள்஭ிடோநல், 

வநய்வனழுத்து முடிம௄ம் இடத்தில், வதோடர்ந்து வேோடுப்஧து இந்தப் புது முன஫. 

஋டுத்துக்ேோட்டோே, 1, ேீழ், ய஬ம், ஋ன்னும் தடயல் க் நற்றும் ஞ் ஋ன்஫ ஋ழுத்துக்ேன஭க் 

கு஫ிக்கும். வநய்வனழுத்தின் தினசக்கு வசங்குத்தோே, யினசப்஧஬னேனின் உட்பு஫ம் 

க஥ோக்ேின எரு குட்னடனோ஦ கேோடு, வநய்ப்புள்஭ினனக் வேோடுக்ேி஫து. இந்த 

வசங்குத்துக்கேோட்னட உனிர் ஥ீட்சி ஋ன்க஧ோம். இகதக஧ோல், ஋ல்஬ோ 

உனிர்க்கு஫ிம௃டுேளுக்கும் எவ்வயோரு உனிர் ஥ீட்சி உள்஭து. அனய, குட்னட - 

வநய்ப்புள்஭ி. அடுத்தடுத்த இரு வ஥ட்னடேள் - ஆ. வ஥ட்னட - இ. அடுத்தடுத்த இரு 

குட்னடேள் - உ. குட்னடம௄ம் அடுத்து வ஥ட்னடம௄ம் - ஋, ஍, ஔ. எரு கு஫ிலுக்ேோ஦ 



஥ீட்சிம௄டன் ேனடசினில் எரு குட்னடனனச் கசர்ப்஧து, அந்தக் கு஫ிலுக்ேோ஦ வ஥டின஬க் 

வேோடுக்கும். ஋டுத்துக்ேோட்டோே, மூன்று குட்னடேள் ஊேோபத்னதக் வேோடுக்கும்.  

     

஧டம் 2. ‘னே’, ‘4.1+6’, ‘    - புன்சிோிப்பு முேம்’ ஈகநோஜி 

இந்த ஥ீட்சிேள் தநிழ் ஋ழுத்துக்ேள் இருக்கும் யிழுக்ேோட்னட அடிப்஧னடனோே னயத்து 

அனநக்ேப்஧ட்டுள்஭து. எரு உனிர் ஥ீட்சி இருந்தோல் அதற்கு முன்஦ோல் இருப்஧து எரு வநய் 

஋ன்஧து வதோிம௄ம். அத஦ோல் முன்஦ோல் இருக்கும் கு஫ிம௃ட்டுக்ேோ஦ அனுநோ஦ங்ேள் 

வ஧ோிதும் குன஫ேின்஫஦. இது அனுநோ஦ க஥பத்னதக் குன஫க்ேி஫து. உனிர் ஥ீட்சினோ஦து 

உனிர்ே஭ின் இடத்னதச் சோினோேக் கு஫ிப்஧ிடுயதோல், அனுநோ஦ங்ே஭ின் ஋ண்ணிக்னே 

வ஧ோிதும் குன஫ந்து, ஥ோம் ஥ின஦க்கும் வசோல் முதலில் யருேி஫து. ஋ண்ேன஭ 

உள்஭ிடும்க஧ோது, இ஬க்ேங்ேளுடன் புள்஭ிம௄ம் ேோற்புள்஭ிம௄ம் கதனயப்஧டுேி஫து. எரு 

ேணிப்ன஧ச் வசய்ன கூட்டல், ேமித்தல், வ஧ருக்ேல், யகுத்தல் கு஫ிேளுடன், 

஧ின஫க்கு஫ிம௃டுேளும் கதனயப்஧டுேின்஫஦.  இந்த ஋ல்஬ோக் கு஫ிம௃டுேளும் 

இ஬க்ேங்ேளுக்குப் ஧க்ேத்தில் னயக்ேப்஧ட்டுள்஭஦. இயற்ன஫ம௄ம் கசர்த்து எகப தடயலில் 



வ஧஫஬ோம். ஋டுத்துக்ேோட்டோே, 23.45+(67-14). இனத உள்஭ிட்டவுடன் எகப தடயலில் 

இனதக் ேணக்ேிட்டு யினட ேோணவும் முடிம௄ம். ேணிப்஧ோனுக்ேோே யினசப்஧஬னேனன 

யிட்டு வய஭ிகன வசல்஬ கயண்டினதில்ன஬. ஋ண்ேன஭ம௄ம் ஋ழுத்துக்ேன஭ம௄ம் கசர்த்து 

உள்஭ிடுயது உள்஭ீட்னட ஋஭ிதோக்குேி஫து.  

      

                 .                

வதன்஦ிந்தின வநோமிே஭ில் எரு வசோல்லில் ஧த்துக்கும் கநற்஧ட்ட ஥ீட்சிேள்கூட இருக்ே 

முடிம௄ம். ஋த்தன஦ ஥ீட்சிேளுடன் ஋வ்ய஭வு வ஧ோின தநிழ்ச் வசோல்஬ோே இருந்தோலும், எகப 

தடயலில் வ஧றும் யசதி புதிதோேச் கசர்க்ேப்஧ட்டுள்஭து. இங்கும் ஥ீ஭நோ஦ வசோற்ேன஭ 

உள்஭ிடுயதில் க஥பத்னதச் சற்க஫ குன஫க்ே இன்வ஦ோரு உத்தி வசனல்஧டுத்தப்஧ட்டுள்஭து. 

தநிமில் வநய்வனழுத்துக்ேளும், இேப, உேப உனிர்வநய்ேளும், அதிேம் ஧னன்஧டும். வ஧ோின 

வசோல்லின் ஥டுயில் யரும் இந்த ஋ழுத்துக்ேன஭, எரு ஥ீண்ட வசங்குத்துக் கேோடு, ஥ீண்ட 

஧டுக்னேக் கேோடு, நற்றும் ஥ீண்ட மூன஬யிட்டக் கேோடு இயற்஫ோல் வ஧஫஬ோம். இயற்ன஫ 

஋ந்த யினசனில் இருந்தும் வசய்ன஬ோம். இங்கு உனிர்க்கு஫ிம௃டு ஥ின஬ப்஧டுத்தப்஧டுேி஫து. 



வநய்னோ஦து ஋துயோேவும் இருக்ே஬ோம். ஋ன்஫ோலும், வ஧ோின வசோல்லில் இதன் தோக்ேம் 

அதிேம் இல்஬ோநல் ஥ோம் ஥ின஦க்கும் வசோல் முதலில் யந்து யிடும். 

ஈகநோஜிக்ேன஭ அயற்஫ின் வ஧னர்ேன஭ னயத்து எகப தடயலில் உள்஭ிடும் முன஫, 

ஆனிபக்ேணக்ேோ஦ ஈகநோஜிக்ேன஭ம௄ம் ஋஭ிதோே உள்஭ிடுயனத சோத்தினநோக்குேி஫து. 

இகத க஧ோல், ஋ல்஬ோக் ேணிதக் கு஫ிம௃டுேன஭ம௄ம் ஋஭ிதோே உள்஭ிடுயது நோணயர்ே஭ின் 

஋திர்ேோ஬த்திற்குப் வ஧ோிதும் ஧னன்஧டும்.                      

                                                       

         . 

முடிவுனப 

இந்த யினசப்஧஬னேனில் கு஫ிப்஧ிடப்஧ட்டுள்஭ கேோடுே஭ின் ஥ீ஭மும் தினசம௄ம் 

யிரும்஧த்தக்ேனய ஋ன்஫ அ஭யில் நட்டுகந இருக்ேின்஫஦. ஋யபோலும் இயற்ன஫ 

அப்஧டிகன வசனல்஧டுத்த முடினோது ஋ன்஧கத உண்னந. அத஦ோல், இந்த யனபனன஫ே஭ில் 

இருந்து நோறு஧ட்டிருந்தோலும், யினசப்஧஬னே கயன஬ வசய்ம௄ம்஧டி 

வசனல்஧டுத்தப்஧ட்டுள்஭து. இங்கு வேோடுக்ேப்஧ட்டுள்஭ ஋டுத்துக்ேோட்டுப் ஧டங்ேன஭ப் 

஧ோர்த்தோல் இது வதோிம௄ம். 

இந்த யினசப்஧஬னேனில் உள்஭ிடுயது, சோதோபண யினசப்஧஬னேனில் உள்஭ிடும் 

க஥பத்தில் சுநோர் ஧ோதி அ஭கய ஋டுத்துக்வேோள்ேி஫து. க஥பம் நிச்சநோதல், ஋஭ிதோ஦ 

இனக்ேம், ஋ண்ேள் நற்றும் கு஫ிம௃டுேன஭க் னேனோளும் முன஫ ஋ன்று ஧஬ யிதங்ே஭ிலும் 

சோதோபண யினசப்஧஬னேேன஭ யிட கே ஃக஧ோர் ேீக஧ோர்டு சி஫ப்஧ோேச் வசனல்஧டும்஧டி 

இந்த இபண்டோம் ஧திப்பு யடியனநக்ேப்஧ட்டுள்஭து. 
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Abstract 

 Tamil Newspaper Classification is the one important and unique task performed over the 
information systems. Attaining a high accuracy for Tamil Text Classification is a challenging task.  It is 
proved that deep learning proved to be effective in doing different complex text information processing and 
classification. Most of the existing classification systems of Tamil Information Processing Systems use the 
only conventional model. Therefore, in this work, an attempt is made to classify the text using deep learning 
algorithms. In this work, an attempt is made to classify the Tamil News Paper text using Long Short Term 
Memory (LSTM) System. The nouns, verbs are extracted and the term-frequency, inverse document 
frequency are taken from the training and testing documents by eliminating the stop words. This input is 
given to the LSTM machine to extract important features which enable the system to classify the text. It is 
performing a multiclass classification with few classes. At first, the system uses the different Tamilmurasu 
Newspaper Dataset topics collected from the Kaggle repository for both training and testing.  Standard 
measurements like accuracy, precision, recall, and F1-measures are calculated and presented. 

Keywords:  Newspaper Classification, Long Short Term Memory (LSTM) Tami Text, Accuracy, 
Precision, Recall, F1-measure.  

 

1. Introduction  

Text classification is one of the significant tasks in text mining and information retrieval.   It is also a 
challenging task while doing it for the Tamil Language.  Tamil text is a non-roman letter script and therefore 
information processing needs additional steps to do any normal English-like Language Processing.  It means 
that it is a multi-glyph-based information processing system compared to English-like languages. Text 

Vasu Renganathan
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Classification is the task of finding and assigning the given text into different classes. In a real-time 
environment text analysis, organizing, sorting text data set into different classes is a time-consuming task.   

In the existing classification system, most of the researchers use only conventional methods, like Naive 
Bayes, Decision Tree, K-Nearest Neighbor, Support Vector Machine, etc. Accuracy and the semantic 
validity of the classified documents is the basic measure to decide the quality of the classification system.  
In this case of conventional methods, it is questionable. The long short-term memory (LSTM) model for 
text classification produces accurate results and has been recently used in various Information Retrieval 
process. Therefore, in recent times it is proved that Deep Learning algorithms played a vital role in 
information mining. In this work, we attempt to classify the Tamil Text using the LSTM Machine.  

The Long Short-Term Memory (LSTM) system is a recurrent neural network that can learn the 
order dependence of classification problems. The Tamil text classification process is divided into 
three stages:  

1. Preprocessing stage: This stage includes stop word removal, stemming, punctuation and 
special symbol removal.  

2. Feature extraction: It consists of statistical methods and language methods, and extracts 
relevant features from documents for classification.  

3. Processing stage: The final stage of Tamil text classification. The text classification system 
is applied to the extracted features to classify documents. 

This paper attempted to classify the Tamil text documents into 15 different predefined 
categories using Tamilmurasu dataset collected from the Internet.  The performance of the system 
is measured through the standard normal text classification metrics. In this paper, Section 2 
reviews the literature, Section 3 describes basic News Categories of linguistic knowledge. Section 
4 System Architecture Design in detail. Section 5 provides an overview experimental setup in 
section, 6 which explains the result and discussion. Section 7 Conclusion about the interpretation 
of the paper.  

2. Background Literature 

The Tamil text classification has an important tool for different mining and information retrievals 
systems. A vast amount of work has been carried out to classify the text worldwide by considering 
its importance using different algorithms and modern tools.  Several data sets are available on the 
web, leading to the development of Tamil text Data Mining. This section deliberates works related 
to text classification systems development. 
 

1. Ramraj, S., et al., in 2020 [1] attempted to classify the Tamil news article using CNN models. It is 
inferred that Convolutional Neural Networks with pre-trained embedding’s for the Tamil language 
gives better results compared to Support Vector Machine and Naive Bayes trained with term 
frequency and inverse document frequency feature vectors. The precision, recall, and F1 score for 
the class politics is low when compared to the other two methods. 
 

2. Wang, D., Bai, Y., & Hamblin, D. in 2019 [2], developed an algorithm to spontaneously 
retrieve critical information from raw data files in National Aeronautics and Space 
Administration’s airborne measurement data archive. 
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3. Ade Clinton Sitepu,  Wanayumini Wanayumini, Zakarias Situmorang in 2021[3] attempted 

to classify the social media text into bullying and non-bullying using Naïve Bayes Method 
and reported that 88% of results. 
 

4. Huaiguang Wu, Daiyi Li, and Ming Cheng, in 2019[4] classified the larger Chinese text using SVM 
and CNN methods.  Text classification is performed using SVM multiple classifiers. Experimental 
results show that the CSVM algorithm is more effective than other traditional Chinese text 
classification algorithms. 
 

5. D. M. Harikrishna, K. Sreenivasa Rao in 2019 [5] classified stories of Indian languages 
using Conventional methods, like KNN and SVM. It is observed that the performance of 
the classifier is evaluated using 10-fold cross-validation, and the effectiveness of the 
classifier is measured using accuracy, recall, and F metric. It can be seen from the 
classification results that adding language information can improve the performance of 
story classification. 
 

6. Winda Kurnia Sari, Dian Palupi Rini, Reza Firsandaya Malik in 2020[6] by changing the 
boundaries and contrasting the eight proposed LSTM models with enormous scope 
informational indexes, the confirmations are characterized to show that the LSTM with 
GloVe elements can accomplish great execution in text grouping. For this situation, the 
creator additionally detailed 95% or more outcomes. 
 

7. Winda Kurnia Sari; Dian Palupi Rini; Reza Firsandaya Malik, in 2021 [7] attempt to 
classify the documents classify the web of science documents into seven different subject 
categories.  In this classification, the authors reported 82.13% of results in their 
experiments. 
 

8. Dennis Dang, Fabio Di Troia, Mark Stamp [8] have attempted to classify the malware using LSTM 
employ techniques used in natural language processing (NLP), including word embedding and bi-
direction LSTMs (BiLSTM), and this work also use convolutional neural networks (CNN). It gives 
the best classification.  

 
To exploit the LSTM method in this work an attempt is made to classify the Tamil documents 
using Tamilmurasu dataset [10], which is openly available in the Kaggle repository. 
 
3. Classification Categories  
 
Tamil Murasu [9] is a daily evening Tamil newspaper. It is being published in various parts of Tamilnadu 
from 1935 onwards. It classifies the news article into 15 Categories and the categories are shown in the 
following hierarchical tree.  In this process of classification, the given document is classified into one of 
the following categories.  
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Figure 1 Tamilmurasu Classification Tree 
 
4. System Design 

In the arranged model first, the Input of each report is assessed to distinguish the classes. The info 
variable anticipated through the LSTM model is the basic factor of the Tamilmurasu data set 
collection. Further LSTM strategy is applied to discover comparative classifications, which has a 
high likelihood of discovering classes. To show the utility of the proposed approach brief marks 
of numerical model and methodology are given by X1, X2, X3……Xi is the Document categories 
predicted in C1, C2, C3….Ci. The proposed system architecture model of the developed system is 
given in figure 2.  
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Figure 2. The architecture of Tamil Text Classification System using LSTM Model 
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Text Corpus Acquisition 

A lot of dataset is generally expected to get great order exactness of any AI framework. For that reason a 
text corpus of Tamilmurasu data set gathered from various Kaggle Repository, is utilized. The corpus was 
physically characterized into fifteen unique areas specifically news, Tamilnadu, Indian, Crime, Cinema, 
District, sports, world, state express, heading news, employment, medical, spiritual, education, business, 
and mystery. 

Tokenization 

Tokens are taken from the corpus by removing white spaces and punctuation marks. Sometimes the tokens 
are multiple words. To get the token initially the lexicon is searched, if it is there then it will be taken for 
counting. The ‘tokenization lexicon’ is manually prepared and gathered from different sources containing 
356,791 unique entries. 

Normalization 

Given token is converted as the Tamil Unicode text and this will make the system universalize the 
document.  Sometime it contains Arabic alphabets or non-standard word class and are defined through the 
regular expression.  These words and alphabets are standardized and converted into equivalent Tamil Words 
and strings.  

Stop word Elimination  

Those words are called as functional words which has no impact on text classification and therefore it 
should be eliminated. These words are sometimes frequently occurring words and a bag of words list is 
maintained. It will be eliminated from the list of tokens before proceeding to the next step. In this 219 such 
words are eliminated from the document text list.   

LSTM Model  

Long Short-Term Memory (LSTM) networks are an altered adaptation of repetitive neural networks 
that streamline reviewing data from an earlier time. Here, the RNN's evaporating inclination issue 
is solved. LSTM is appropriate to distinguish, investigate, and foresee time models given delays of 
the dubious term. Back-spread is utilized to prepare the model. Three entryways are available in an 
LSTM organization and it is displayed in Figure 3. 
 

 
Figure 3 LSTM Gates 
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1. Input gate — Find the value in the entry you want to use to change the memory. The 

sigmoid function determines the value that passes 0.1. The tanh function weights the sent 
value to choose its importance between -1 and 1. 
 

 
Input gate 

 
2. Forget gate — Find what you are removing from the block. The sigmoid function 

determines this. It outputs a value of 0 (ignore this) to 1 (leave as is) for each number in the 
cell state Ct-first to examine the previous state (ht-1) and the content entry (Xt). 
 

 
Forget gate 

 
3. Output gate — Input and block memory are used to define the output. The sigmoid function 

determines values greater than 0.1. The tanh function weights the transmitted values to 
assess their importance in the range -1 to 1 and multiplies the output of the sigmoid. 
 

 
Output gate 

 
A recurrent neural network is a type of long short term memory. In the current action, the RNN 
output from the previous step is used as Input. Hochreiter & Schmidhuber created the LSTM. It 
addressed the issue of RNN long-term dependency, in which the RNN cannot predict words 
stored in long-term memory but can make more accurate predictions based on current data. RNN 
does not deliver efficient performance as the gap length rises. By default, the LSTM can keep 
the information for a long time. It's utilized for time-series data processing, prediction, and 
classification. The LSTM features a chain structure with four neural networks and various 
memory blocks known as cells. 

 

Figure 4 LSTM Chain Organization Model 
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Finally, when we have numerous yields, softmax function changes over yields layers into a 
likelihood dissemination. We have 15 marks altogether, but since we didn't one-hot encode names, 
we need to utilize sparse_categorical_crossentropy as classificaiton work, it assumes 0 is a 
potential name too, while the tokenizer object which tokenizes beginning with whole number 1, 
rather than number 0. Accordingly, the last Dense layer needs yields for categories 0, 1, 2, 3, 4, 
5… 15 and the number 0 has never been utilized. 

5. Experimental 

The dataset used for classification is received from the Kaggle free open source repository.  It is a 
Tamilmurasu News Dataset having 127725 News Articles of fifteen different categories. This 
dataset includes four different attributes, such as News Id, News Category, News Title, and News.  
In this dataset, the given dataset is divided into two groups. One group for training and another 
one group for test data.  In case of training all attributes data items are taken and in case of testing 
the News Title and News Article alone take for experimentation.  

5.1 Experiment Setup 
 
A python program is developed with the Keras, nltk, Scikit-learn, Pandas, NumPy, Tensorflow 
packages to model the LSTM model to predict the predefined text categories. This prototype works 
well for state-of-the-art data in the database. In this program, it will be able to expect only the 
LSTM model alone.  The system is configured to run in a standalone PC Environment.  
 
5. Results and Discussion 

 
The performance of the Tamil text classification system can be evaluated by using four different standard 
metrics are Accuracy, Precision, Recall, and F1 measure. Precision measures the factualness of the classifier 
system.  Higher precision means fewer false positives, while a lower precision means false positives.  

Precision =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of extracted text
 

 
Recall measures the completeness, or sensitivity, of a classifier. Higher recall means fewer false negatives, 
while lower recall means more false negatives. 
 

Recall =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of annotated text
 

 
Accuracy measures the overall degree to which instances have been correctly classified,  
 

Accuracy =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

Total Number of instances 
 

 
A weighted harmonic measure mean of precision and recall is F1-measure, which is the rate of a system 
with one unique rating.  
 

F1 − Mesure  =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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Table 1 Performance of Results Evaluation of LSTM System Testing Process 

Label Precision  Recall F1-Score Accuracy 

1 98 99 99 99 
2 97 98 79 98 
3 99 99 97 99 
4 98 99 96 99 
5 97 98 99 98 
6 97 98 97 98 
7 99 99 99 99 
8 98 99 99 99 
9 98 99 99 99 

10 98 99 99 99 
11 99 99 99 99 
12 97 98 97 98 
13 98 99 99 99 
14 96 97 93 97 
15 99 99 99 99 

Average 97.86 98.66 96.66 98.64 
 

6. Conclusion 
 
Tamil Text Classification is one of the essential tasks in Text Mining and Natural Language 
Processing. Developing and acquiring more accurate results for Text Classification is a challenging 
task.  This paper proposes a novel LSTM model for Tamil Text Classification into fifteen pre-
defined categories. In this method the classification accuracy is 98 percent and above which is 
comparatively good as compared to the traditional classifiers.   
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Abstract 

A Chabot is a system used to conduct an online conversation via text to speech and give the impression 
of actual human conversation. It is designed to simulate the system like human communication. The 
system should automatically answer all the queries raised by the user.  Nowadays, the number of queries 
raised by aspiring students in the academic system increasing dramatically.  It is very hard for the user to 
answer the queries raised by the aspiring students about the various courses offered by the academic 
institution. It is good to have an automated chatbot system to answer the queries raised by the students. 
To solve this problem a chatbot system is designed using Conversational AI. Specifically, the design of 
LSTM based system to order the sequence of words spoken by the system is effective. In addition to that 
usage of the NLP, toolkit makes the system more meaningful.  Tamil has to follow a strict grammar rule. 
If these words are rearranged, the original meaning is lost. Thus, it is hard for processing the data for the 
computers when the original meaning is lost. Thus, one requires to train the models with specific 
structures and discard others. Therefore, in this work, an attempt is made to design an LSTM/Deep 
Learning-based system ordering the sentence is effective. It is designed to measure the user satisfaction 
rate and evaluation rate to ensure the effectiveness of the system.  
 

Keywords:  Chatbot, Conversational AI, Deep Learning, LSTM, user satisfaction, evaluation rate. 
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1. Introduction  
 

 In the open economy service offered to the people are increasing day by day. Most of the 
companies like to have an IVRS (Interactive Voice Response System) because of the growing 
demand for products and services. This IVRS needs lots of interaction from the customer. 
Therefore, the customers avoid such kind of system.  Alternatively, it is impossible to provide 
24X7 customer services to enquire made by the customer.  Therefore it is essential to find an 
alternative mechanism to solve this issue, which is more interactive and should provide all required 
information in understanding user requirements.  
 
 Artificial Intelligence and Deep Learning is modern emerging technology providing 
various types of powerful solutions to these kinds of problems. Conversational AI is a set of 
technologies behind automated messaging and voice-enabled applications that enable human-like 
interactions between computers and humans. Conversational AI [9] can communicate like a human 
by recognizing languages and texts, understanding intent, decoding different languages, and 
responding in a way that mimics human conversation increase. In particular, it can work in a 
variety of languages. 
 
 Several attempts were made by the early researchers to design and develop Tamil Chabot 
to provide an interactive system to answer the queries in Tamil. All the existing systems are 
developed with a rule-based system or database-oriented one. Most of the time it will be not able 
to answer the new type of queries raised by the user.  In this system, an attempt is made to develop 
a dynamic Chatbot with Conversational AI using the Rasa tool, which is capable of dynamically 
accepting different kinds of queries in Tamil. It is one of the most advanced developments in the 
Chabot environment. Chabot is an application that allows you to start and continue conversations 
using auditory and/or textual methods, much like humans. Chatbots are either simple rule-based 
engines or intelligent applications that use natural language understanding. Today, many 
companies are beginning to use chatbots extensively. Chatbots are becoming popular because they 
are available 24 hours a day, 7 days a week, provide a consistent customer experience, serve 
multiple customers at the same time, and are inexpensive to improve the overall customer 
experience.  
 
 In this paper, Section 2 reviews the literature, Section 3 describes the basics of Chatbot 
system and  System Architecture Design in detail. Section 4 provides an overview experimental 
setup in section, 5 which explains the result and discussion. Section 6 concludes the paper with the 
study of the impact of the Tamil Chabot system.  
 
2. Background Literature 
 
 The Tamil chatbot is an important tool for communicating with the system to enable the 
user to get any information from the system in all 24 x 7 hours. A vast amount of work has been 
carried out to classify the text worldwide by considering its importance using different modern 



tools.  Several frameworks and algorithms are available on the web, leading to the development of 
Tamil Chatbot. This section deliberates works related to Chatbot systems development. 
 

1. T. Kalaiyarasi, et al., in 2003 [ 1 ] developed a chatbot called Poongkuzhali that 
communicates in Tamil on a basis of giving an appropriate response to the given question 
or statement as input using artificial intelligence. The response will be given even when 
the question phrase is not given incorrect phrase using a set of decomposition rules and a 
set of reassembly rules in the knowledge base. 

2. Raphael Meyer von Wolff, et al., in 2019 [ 2 ] attempt to conduct a structured literature 
review on research papers based on chatbots and says their current potentials, their 
objectives, the gap present in the research and to tackle them. 

3. B.Galitsky, in 2019 [ 3 ] explains the use of Explainable ML and its features in the field of 
chatbot. It also show’s a problem and its solution by using the transparent rule-based or 
ML method. 

4. Daniil Sorokin, et al., in 2018 [ 4]  approaches the entity linking in the context of question 
answering task and jointly optimized neural architecture for entity mention detection and 
entity disambiguation that models the surrounding content on a different level of 
granularity. The Wikipedia knowledge base is used as a dataset for question answering data 
training. 

5. Hamid Zafar, et al., in 2018 [ 5 ] studies the question answering system over knowledge 
graphs which map an input into queries. By using Tree-LSTM, it exploits the syntactical 
structure of input questions as well as candidate formal queries to compute the similarities. 

6. Senthilkumar, M., & Chowdhary, C. L.  in 2019 [6] developed a sequence to sequence 
neural network model human to machine chatbot to replace the human. It is very productive 
compared to other normal chatbots.  

7. Jungwook Rhim, et. al., in 2021 [7] surveyed different kinds of Chatbots and used three 
factors for surveying, such as respondents' perceptions of chatbots, interaction experience, 
and data quality. It also explained a different kind of Chatbot used in the environment.  

8. Prissadang Suta, et. al., in 2021[8] developed a machine learning-based chatbot which 
handles three steps effectively, understanding the natural language input; generating an 
automatic, relevant response; and, constructing realistic and fluent natural language 
responses.  The main issue of the natural language understanding problem is solved in this 
method.  
 

3. RASA System Architecture 
 

The following figure gives an overview of the Rasa open-source architecture. It is a readymade 
framework available in python for effective chatbot deveoopment and it is a machine learning  
framework. It has several components such as an action server, tracker store, lock store, file 
system, dialog policy, NLU pipeline, agent, and so on. The two main components are Natural 
Language Understanding (NLU) and Dialog Management. NLU is the part that handles intent 
classification, entity extraction, and response retrieval. It is shown below as the NLU pipeline 
because it uses the NLU model generated by the trained pipeline to handle the user's utterances. 



The dialog management component determines the next action in the conversation, depending on 
the context. 

Figure 1.  RASA Architecture 

Action Server: 
 
Custom actions in the rasa project run using this action server. When an action is predicted using 
rasa, then the rasa server sends a POST request in the form of JSON payload. When the server 
finishes, it returns the responses and events in the form of a JSON payload. A conversion tracker is 
created for the user’s responses and adding the events. A webhook endpoint is accepted for HTTP 
POST requests in the case of using other action servers.  
 
Track Store: 
 
The conversations made in rasa are stored in a place called tracker stores. This open-source tool 
helps to create custom storage boxes. The default track store is In Memory Tracker Sore. Databases 
that can be used in rasa are PostgreSQL, Oracle, and SQLite. Mongo Tracker Store and Dynamo 
TrackerStore are also used to store the history of conversation in rasa. 
 
Lock Store: 
 
Lock store is used in rasa to ensure whether the incoming messages are processed in the correct 
order, then they are directly stored in lock stores for active processing. Multiple servers are used 



and no need for conversation sent by the client. The default lock store in rasa is In Memory 
LockStore. If the need for a persistence layer in conversation locks, RedisLockStore can be used. 
 
 File system: 
 
Rasa collects and loads the training data and this data is imported using a custom importer. 
RasaFileImporters and MultiProjectImporter are used for importing the data. Then these data are 
stored in the File system.  
 
Dialogue Policies: 
Machine-learning and rule-based policies are used by rasa to decide which action to take place in a 
conversation. Actions can be selected on each configuration rasa takes, priority for each policy can 
also be given to make it higher or lower case. Machine learning policies are the TED policy, 
UnexpecTED Intent policy, Memoization policy, and Augmented Memoization policy. Rule-based 
policies are Rule policy and Configuring policies. 
 
NLU Pipeline 
 
The components of the NLU pipeline are Tokenizers, Features, Intent Classifiers, and Entity 
Extractors. Tokenizers will split the text into a text known as tokens. Featured is used for generating 
the numeric features in rasa. Two types of features like sparse and dense features are used. In rasa 
Intent Classification, the DIET algorithm is used. Entities don’t need an algorithm to detect, so 
RegexEntityExtractor is used. Thus in NLU, actions are predicted, thus an NLU pipeline can be 
developed. 
 
Agent 
 
An agent in rasa will help us to train a model, load and will help us to use it. In simple words, it’s a 
simple API that will help us to access Rasa’s core functionality. 
 
Bot User. 
 
After the creation of input and output channels, that is when a complete rasa project is developed, 
a bot user will be created, and thus it helps us to solve the questions asked by humans. 
 
Rasa Framework Layout: Basically, Rasa has the following built-in modules that are used when 
implementing Chabot:  
 

1. RASANLU for understanding user messages. This part of the framework is a tool/library 
for intent classification and entity extraction from query text. Entities and intents also allow 
for the retrieval of responses and the composition of spoken text. You can use this 
component alone to create a simple and minimal AI chatbot yourself. This is usually the 
case when creating an AI chatbot that answers FAQs, simple queries, and so on. This blog 
also uses it to code chatbots.  

2. Have a conversation with RASA Core and decide what to do next. This component is the 
framework's dialog engine that helps build more complex AI assistants that can handle 



context (previous requests and responses in a conversation) during a response. RASA 
recommends using both NLU and Core, but these can be used separately.  

3. Integration with Deployment Channels: These components allow you to connect and 
deploy your bot to popular messaging platforms. Learn more about this here. These help 
developers focus on bot functionality rather than the installation required for a real 
deployment. RASA X is a toolset that takes bots (developed with RASA open source) to 
the next level. It's free, but it's a closed toolset available to all developers. The following 
figure illustrates how the Rasa chatbot works. 

 

 
Figure 2 Method of working of Rasa Chatbot 

 
 
The following steps are described below.  
 

1. First, the message is received from the user in the bot and passed to the interpreter. The 
interpreter translates the message into a dictionary containing the original text, intents, and 
all found entities. This part is handled by NLU.  

2. Next, the tracker is an object that tracks conversation status. You will receive information 
that a new message has arrived. It also helps you keep track of the entities extracted by the 
user and how the conversation is managed. NS. Dialogue flow.  

3. The policy receives the current status of the tracker.  
4. The policy determines the next action to take.  
5. The selected action is logged by the tracker to help you follow the path or flow of the 

conversation.  
6. The response is sent to the user. The user then responds to the response received from the 

bot. 

4. Experimental     



Intents are developed in Tamil to make the system customize the Tamil language. Responses were 
also created for the intents. Using these intents and responses Rasa trains data in the Tamil 
language.  A set of stories are created which explain the situation sequence of activities to perform 
in the system.  Rules are created to adapt the queries of different formats.  In this system, nearly 
46 intents and 140 responses are created in Tamil. Also, 20 stories and rules are created for intents 
and responses.  
 
4.1 Experiment Setup 
 
A python program is developed with an open-source machine learning framework is called the 
Rasa tool used for this system development. This uses python dependency packages like tensor 
flow, Spacy. It is configured to run through the GUI or Command prompt.  In the experiment, the 
system is simulated using a PC environment connected to the Internet.  
 
4.2 Simulation Screen 
 
The Simulated system is configured to work for the Chennai Institute of Technology for admission 
seekers on the campus.  This Chatbot system enables the user to chat with the system in Tamil and 
its screen snapshots are shown in the following figure 3.    
 

   



  
 

Figure 3 Chatbot screen snapshots 
 

5. Experimental Results and Discussion  
 
In general, there is different kinds of measurements [10] are used for measuring the value of the Chatbot 
systems [9]. These attributes are 1. User Satisfaction 2. Dialog Efficiency Metric and 3. Several Queries 
and Response, etc.  In this system, explicit feedback is collected from the user to get their user satisfaction 
level and satisfaction level is plotted as a bar chart shown in Figure 4.  Secondly, the efficiency is measured 
of 8 sample dialogues in terms of the atomic match, First-word match, Most significant match, and No 
match. To measure the efficiency of the adopted learning mechanisms to see if they increase the ability to 
find answers to general user input as shown in Figure 5. 
  

 
 

Figure 4 – User Satisfaction Level Measures. 
 

0.8
0.7

0.8
0.9

0.6
0.7

0.5
0.6

0.7
0.8

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10

Sa
tis

fa
ct

io
n 

Le
ve

l

Users

Satisfaction Level of Users



 
Figure 5– Dialog Efficiency Relative Frequency 

6. Conclusion  
 
Tamil Chatbot is one of the important systems that enables users to communicate with the system 
and enable to get more information about the system. In this work, a Chatbot is developed for 
Chennai Institute of Technology (Higher Education Institute) for providing various information 
about the Institute. The system is configured with Rasa Framework which is a conversational AI 
system. It uses the LSTM Architecture for sequencing the dialogue.  The performance of the 
system is also relatively good compared to a regular system. 
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Abstract 

Text classification is one of the essential function for all Information System. In the modern applications 
regional language plays an important role. Many Tamil Language systems are under development. In this 
this work an attempt is made to use the deep learning approach for Tamil text classification. In addition 
NLTK (Natural Language Toolkit) used as a support tool for extracting the features from the dataset. In 
general, the traditional classification there exist lot of noise. In this work we make an attempt to classify 
the Tamil text using a recurrent conventional neural network which introduce less noise compared to 
the traditional systems.  In this we employ a max pooling that automatically judges which plays key role 
in text classification to capture the essential features of the text. For this design, a Wikipedia dataset 
collected from the Kaggle repository is taken for experimentation. Standard measurements like, 
accuracy, precision, recall and F1-mesuare are calculated and presented. 

 

Keywords:  Text classification, Tamil Language Systems, Natural Language Toolkit, Wikipedia, Accuracy, 
Precision, Recall, F1-measure.  

 

1. Introduction  

Text classification is the one of the important task in text mining and information processing.   It is 
also challenging task while doing it for Tamil Language.  Tamil text is a non-roman letter script and 
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therefore information processing needs additional steps to do any normal English like Language 
Processing.  It means that it is a multi-glyph based information processing system compared to English 
like languages. Text Classification is the task of finding and assigning the given text into different classes. 
In a real time environment text analysis, organizing, sorting text data set into different classes is a time 
consuming task.   

In the existing classification system most of the researchers use only conventional methods, like Naive 
Bayes, K-NN, Decision Tree, SVM (Support Vector Machine), etc. Accuracy and the semantic validity of 
the classified documents is the basic measure to decide the quality of the classification system.  In this 
case of conventional methods it is basically questionable. Therefore, in the recent times it is proved that 
the Deep Learning algorithms played a vital role in information mining. In this work we attempt 
to classify the Tamil Text using the RCNN. It Recurrent Convolution Neural Network (GRU) is 
efficient in formulation of word ordering.  

The Tamil text classification process consists of the following processes:  

 1. Pre-processing: This includes the removal of stop words, word roots, punctuation marks, and the 
removal of special characters. ` 

 2. Characteristics extraction: It consists of a statistical methods and a linguistic methods to extract 
relevant characteristics from documents in order to perform a classification.  

 3. Processing phase: the final phase of Tamil text classification, applies the text classification system 
to the extracted features to classify documents into classes. 

This paper made an attempt to classify the Tamil text Wikipedia documents in to 11 first 
level predefined categories and each categories having additional sub-categories using Tamil 
Wikipedia dataset collected from the Internet.  The performance of the system is measured 
through the standard normal text classification metrics. In this paper, Section 2 reviews the 
literature, Section 3 describes basic News Categories of linguistic taxonomy of the Wikipedia 
documents. Section 4 System Architecture Design in detail. Section 5 provides an overview 
experimental setup in section, 6 explains the result and discussion. Section 7 concludes the paper 
with study of impact of the Wikipedia documents dataset.  

2. Background Literature 

The Tamil text classification has important tool for different mining and information retrievals 
system. A vast amount of work has been carried out to classify the text worldwide by 
considering its importance using different algorithms and modern tools.  Several data sets are 
available on the web, leading to the development of Tamil text Data Mining. This section 
deliberates works related to text classification systems development. 
 

1. Ramraj, S., et al., in 2020 [1] attempted to group the news story utilizing Convolutional 
neural Network strategies. It is induced that Convolutional Neural Neural with pre-
prepared inserting's for Tamil language gives better classification contrasted with Support 
Vector Machine and Naive Bayes prepared with TFxIDF highlight vectors. The accuracy, 
review and F1 score for the class governmental issues is low when contrasted with other 
two classes. 
 



2. Tang, X. et. al in 2019 [2], develop an multi-scale CNN based GRU network for Chinese 
text classification. during this except reducing the network parameters time parameters 
also adjusted to adapt the system. during this the medical dataset accustomed validate the 
effectiveness of the system. 
 

3. Shujuan Yu, et. al., [3] attempted to classify the text using RCNN based architecture for 
classification of text. The results of experiments shows that the RCNN model has 
better precision then the other models. 
 

4. Huaiguang Wu, Daiyi Li and Ming Cheng, in 2019[4] classified the larger Chinese text 
using SVM and CNN methods.   The text classification is distributed with the SVM 
multiple classifier. The practical CSVM Algorithm gives good results while doing the 
Chinese text classification.  
 

5. D. M. Harikrishna, K. Sreenivasa Rao in 2019 [5] classified stories of Indian languages 
using Conventional methods, like KNN and SVM. From this experiment it is giving high 
performance in terms of standard measurement. It is also observed that adding linguistic 
information boosts the performance of story classification. 
 

6. Muhammad Zulqarnain, et. al., attempted to GRU based word embedding for text 
classificaiton system. with Google snippets and TREC dataset. In comparing with the 
traditional models like RNN, MV-RNN and LSTM this approach gives better results and  
error rate also good. 
 

7. A. Kalaivania, D. Thenmozhi, in [7] 2020 attempted to classify the mixed text, that Tamil 
– English or Malayalam – English text using Dravidian–CodeMix-FIRE2020 Dataset. In 
this work AWD-LSTM model with ULMFiT framework using the FastAi library dealing 
with the detection and classification of sentiment.  
 

3. Classification Categories  
 
Wikipedia [9] is a multi-lingual encyclopedia available online in 323 languages, written and 
edited by community volunteer from 2001 onwards.   It classifies the Tamil article in to 11 
predefined Categories and the categories are shown in the following hierarchical tree. Each 
categories having number of sub-hierarchy.  In this process of classification the given document 
is classified into one of the following Classification hierarchy tree shown in figure 1.   
 



 
 

Figure 1 WikiPedia Classification Tree 
 
4. System Design 

It the system design model get the semantic value of the document. The Network architecture 
shown in Figure 2. The system takes the input Document D, with the word sequence w1, w2 . . . 
wn. The output of the system gives class types and p(k|D, θ) to denote the probability of the 
document being class k, where θ is the parameters in the deep learning network. 

Text Corpus Acquisition 

A good size dataset is typically required so as to get better classification precision of any machine 
learning system. Tamil Wikipedia dataset is collected from the Internet. The dataset is a pre-classified 
into eleven primary categories, viz., Tamils,  Culture, Arts, Religion, History, Science, Maths, 
Geography, Technology, Society and friends. Under each category there are number of sub-categories 
exists. The given document is pre-trained to classify the documents under these sub-categories.   

Tokenization 

In this case of tokenization the words are gathered from the given text corpus by matching it with the 
dictionary. The dictionary stores all related words or multiple words.  Initially, it does a searching for the 
particular words or multiple words and take into account, otherwise it will be truncated. In this present 
setup 356,791 word entries collected from the different Internet. 

Normalization 

Words are converted into Tamil Unicode equivalent text and this can enable the system to grasp the 
identical meaning in Tamil universally in Tamil. Sometimes, Arabic alphabets, Non Standard Words may 
appear in the text which can be expressed as regular expression. English words also appear in the 
document, which are all processed and converted into Tamil text.  

 

 



Stop word Elimination  

There are number of functional words exists in the text, these words need to be eliminated. One 
such functional words collected from Internet and directly used in the system. As of now there 
219 such words are identified and used in the system.  

RCNN Model 

The Steps are as follows: 

1. Bi-directional network used instead of traditional Neural Network text 
representation. 

2. Max-pooling layer extracts features automatically is important text classification.  

 

Figure 2 Architecture of Tamil Text Classification System using RCNN Model 

• Input: Document D, with a word sequence w1,w2,…,wnw1,w2,…,wn. 
• Output: The output of the system gives class types and p(k|D, θ) to denote the probability of the 

document being class k, where θ is that the parameters within the deep learning network. 

Notations 
• cl(wi): Context Left word wi. Dense vector R|c|. 
• cr(wi): Context Right word wi. Dense vector R|c|. 
• e(wi): Embedding Word wi pre-trained with the Skip-gram model. Dense vector R|e|. 
• cl(w1): Context Left of the primary word w1 in given documents. 
• cr(wn): Context Right of the last word wn in given documents. 
• W(l): Matrix that transforms the hidden layer (context) into the subsequent hidden layer. 
• W(sl): Matrix that accustomed combine the semantic of the present word with the subsequent word’s 
left context. 
• f: activation function with non-linear.  

Equations 

                        cl(wi)=f(W(l)cl(wi−1)+ W(sl)e(wi−1))  -----------------------(1) 



                                cr(wi)=f(W(r)cr(wi+1)+ W(sr)e(wi+1)) -----------------------(2) 

 

x (1),(2) show how to compute context vectors cl(wi),cr(wi).Note that the equations are 
slightly different from vanilla RNN:  

 

                       ht=f(Wxhxt+Whhht−1)                                           

                              xi=[cl(wi);e(wi);cr(wi)]----------------------------------------- (3) 

x (3) shows how to represent a word wi 

               yi(2) = tanh(W(2)xi+b(2))------------------------------------------ (4) 

x (4) shows how to compute latent semantic vector yi(2),in which semantic factor  will be 
analyzed to the most useful factor for representing the text 

Text Representation Learning 
 Use max-pooling layer converts texts with various length into a fixed-length vector. 

Equations 

            Y(3)=maxn i=1 yi(2) --------------------------------------------------- (5) 

x (5) Exhibit the method to perform max-pooling. The k-th element of y(3) is the maximum 
in the k-th elements of yi(2). The max pooling layer attempts to find the most important 
latent semantic factors in the document. 

            Y(4) = W(4)y(3) +b(4)  -----------------------------------------------(6)   

x (6) is output layer similar to  traditional NN 

                 Pi = 
ୣ୶୮ (௬௜(ସ))

∑ ୣ୶୮ (௬௞(ସ))೙
ೖసభ

----------------------------------------- (7) 

x (7) applies softmax  function to convert  the output numbers  into probabilities 

   Training 

   Size Variables 

x |V|: Vocabularyy size 
x  H:  Hidden layer size 
x  O: Number of classes in this case it is 11. 

   Paramaters 

x E: Word embeddings R |e|x|V| 



x b(2):Bias vector RH 
x b(4): Bias vector RO 
x cl(wl),cr(wn): Initial contexts R|c| 

x W(2): Transformation matrix RH×(|e|+2|c|)  
x W(4) :Transformation matrix RO×H. 
x W(l),W(r): R|c|x|c| 
x W(sl),W(sr): R|e|x|c| 

   Objective 

                Arg max ∑ log 𝑝(𝑐𝑙𝑎𝑠𝑠 𝐷|𝐷, 𝜃)஽ఢ஽  

         It is our objective to log-likelihood maximize the with respect to 𝜃, where D is 
the training document set and classD is the correct class of document D 

   Optimizer 

                𝜽 ← 𝜽 + 𝜶 𝝏 𝒍𝒐𝒈 𝒑 (𝒄𝒍𝒂𝒔𝒔𝑫|𝑫,𝜽)
𝝏,𝜽

 

          Use stochastic gradient descendent to optimize objective 

5. Experimental     

The dataset used for classification is received from the Kaggle free open source repository.  It is 
a Tamil Wikipedia Document Dataset of eleven different categories. In this dataset includes four 
different attributes, such as Document title and Document.  These documents are collected and 
manually classified before feeding into the system. In this dataset the given dataset is divided 
into two groups. One group for training and another one group for test data.   

5.1 Experiment Setup 
 
A python program is developed with the Pytorch, nltk, Sklearn, Pandas, NumPy packages to 
model the RCNN model to predict the predefined text categories. This prototype works well for 
state-of-the-art data in the database. In this program, it will be able to expect only the RCNN 
model alone.  The system is configured to run in a standalone PC Environment.  
 
5. Results and Discussion 

 
The performance of the Tamil text classification arrangement can be appraised by using four different 
standard metrics that is Precision, Recall, Accuracy, and F1 measure. Precision dealings the factualness of 
the classifier system.  A higher precision means less false positives, while a lower precision means false 
positives.  

Precison =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of extracted text
 



 
Recall measures the completeness, or sensitivity, of a classifier. Higher recall means less false negatives, 
while lower recall means more false negatives.  
 

Precison =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of annotated text
 

 
The correct classification instance measured by, 
 

Accuracy =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

Total Number of instances 
 

 
A harmonic F1-measure is finding mean of recall and precision 
 

F1 − Mesure  =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

 
Table 1 Performance of Results Evaluation of RCNN System Testing Process 

Label Precision  Recall F1-Score Accuracy 

1 92 90 90.99 91 
2 90 91 90.5 92 
3 91 92 91.5 93 
4 92 93 92.5 91 
5 93 91 91.99 90 
6 91 90 90.5 91 
7 89 91 89.99 92 
8 92 92 92 91 
9 90 93 91.48 92 

10 91 91 91 93 
11 92 93 94 95 

Average 91.18 91.54 91.49 91.90 
 

6. Conclusion 
 
Tamil Text Classification is the one of the essential task in the Text Mining and Natural 
Language Processing. Developing and acquiring more accurate results for Text Classification is 
the challenging task.  This paper proposes a novel RCNN model for Tamil Text Classification 
into a fifteen pre-defined categories. In this method the classification accuracy is 91 percent and 
above which is comparatively good as compared to the traditional classifiers.   
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Abstract 

Tamil Text classification is the most important task required in different tools and systems design 
directly or indirectly. There are several methods available for Tamil text classification. Most of the existing 
classification methods suffer in terms of design, speed, accuracy and etc. In order to overcome this problem 
in this research an attempt is made to design a classification system with Gated Recurrent Unit, which is 
faster, adaptive, etc. Also, the GRU's enactment on certain tasks of text classification, polyphonic music 
modeling, speech signal processing and natural language processing is proved to be the best system. It 
comprises of the reset gate and the update gate instead of the input, output and forget gate. In this process 
of classification, at first the nouns, verbs are extracted and the term-frequency, inverse document frequency 
are taken from the training and testing documents by eliminating the stop words. This input is given to the 
Gated Recurrent Unit machine to generate classes. At first the system uses the Tamil daily newspaper 
Dailythanthi dataset collected from the newspaper data for both training and testing. The standard measures 
like, precision, recall and F1-mesuare are computed presented. 

Keywords: Tamil text classification, speed, accuracy, Gated Recurrent Unit, Precision, Recall, F1 measure. 

 

1. Introduction  

Text classification is the one of the important task in text mining and information processing.   It is also 
challenging task while doing it for Tamil Language.  Tamil text is a non-roman letter script and therefore 
information processing needs additional steps to do any normal English like Language Processing.  It means 
that it is a multi-glyph based information processing system compared to English like languages. Text 
Classification is the task of finding and assigning the given text into different classes. In a real time 
environment text analysis, organizing, sorting text data set into different classes is a time consuming task.   
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In the existing classification system most of the researchers use only conventional methods, like Naive 
Bayes, K-NN, Decision Tree, SVM (Support Vector Machine), etc. Accuracy and the semantic validity of 
the classified documents is the basic measure to decide the quality of the classification system.  In this case 
of conventional methods it is basically questionable. Therefore, in the recent times it is proved that the Deep 
Learning algorithms played a vital role in information mining. In this work we attempt to classify 
the Tamil Text using the GRU Machine. It Gated Recurrent Unit (GRU) is a gating instrument in 
RNN gifted with learning order dependency in arrangement forecast difficulties. 

The Tamil text classification process consists of the following processes:  

 1. Pre-processing: This includes the removal of stop words, word roots, punctuation marks, and the 
removal of special characters. ` 

 2. Characteristics extraction: It consists of a statistical methods and a linguistic methods to extract 
relevant characteristics from documents in order to perform a classification.  

 3. Processing phase: the final phase of Tamil text classification, applies the text classification system 
to the extracted features to classify documents into classes. 

This paper made an attempt to classify the Tamil text documents in to 7 first level predefined 
categories and each categories having additional sub-categories using Tamil daily newspaper 
Dinamalar dataset collected from the Internet.  The performance of the system is measured through 
the standard normal text classification metrics. In this paper, Section 2 reviews the literature, 
Section 3 describes basic News Categories of linguistic taxonomy of the Dinamalar News Paper. 
Section 4 System Architecture Design in detail. Section 5 provides an overview experimental setup 
in section, 6 explains the result and discussion. Section 7 concludes the paper with study of impact 
of the News Paper.  

2. Background Literature 

The Tamil text classification has important tool for different mining and information retrievals 
system. A vast amount of work has been carried out to classify the text worldwide by considering 
its importance using different algorithms and modern tools.  Several data sets are available on the 
web, leading to the development of Tamil text Data Mining. This section deliberates works related 
to text classification systems development. 
 

1. Ramraj, S., et al., in 2020 [1] attempt to group the news story utilizing Convolutional neural 
organization strategies. It is induced that Convolutional neural organization with pre-
prepared inserting's for Tamil language gives better classification contrasted with Support 
Vector Machine and Naive Bayes prepared with TFxIDF highlight vectors. The accuracy, 
review and F1 score for the class governmental issues is low when contrasted with other 
two classes. 
 

2. Tang, X. et. al in 2019 [2], develop an multi-scale CNN based GRU network for Chinese 
text classification. during this except reducing the network parameters time parameters also 
adjusted to adapt the system. during this the medical dataset accustomed validate the 
effectiveness of the system. 
 



3. Shujuan Yu, et. al., [3] attempted to classify the text using LSTM, GRU and CNN based 
architecture for classification of text. The results of experiments shows that the 
ABLGCNN model has faster convergence speed and better precision then the 
opposite models. 
 

4. Huaiguang Wu, Daiyi Li and Ming Cheng, in 2019[4] classified the larger Chinese text 
using SVM and CNN methods. The text classification is distributed with the SVM multiple 
classifier. The experimental results show that the CSVM algorithm is simpler than other 
traditional Chinese text classification algorithm. 
 

5. D. M. Harikrishna, K. Sreenivasa Rao in 2019 [5] classified stories of Indian languages 
using Conventional methods, like KNN and SVM. It’s observed that Performance of the 
classifier is evaluated using 10-fold cross-validation and effectiveness of classifier is 
measured using precision, recall, and F-measure. From the classification results, it's 
observed that adding linguistic information boosts the performance of story classification. 
 

6. Muhammad Zulqarnain, et. al., attempted to GRU based word embedding for text 
classificaiton system. with Google snippets and TREC dataset. In comparing with the 
traditional models like RNN, MV-RNN and LSTM this approach gives better results and  
error rate also good. 
 

7. A. Kalaivania, D. Thenmozhi, in [7] 2020 attempted to classify the mixed text, that Tamil 
– English or Malayalam – English text using Dravidian–CodeMix-FIRE2020 Dataset. In 
this work AWD-LSTM model with ULMFiT framework using the FastAi library dealing with the 
detection and classification of sentiment.  
 

3. Classification Categories  
 
Dinamalar [9] is a daily evening Tamil newspaper. It is being published in various parts of Tamilnadu from 
1951 onwards. It classifies the news article in to 7 Categories and the categories are shown in the following 
hierarchical tree. Each categories having number of sub-hierarchy.  In this process of classification the 
given document is classified into one of the following Classification hierarchy tree shown in figure 1.   
 



 

 
 

Figure 1 Dinamalar Classification Tree 
 
4. System Design 

In planned model first the Input of each document is estimated to identify the classes. The input 
variable predicted through GRU model is the critical factor of Dinamalar Text data set.  

 

 Figure 2 Architecture of Tamil Text Classification System using GRU Model 



 

Text Corpus Acquisition 

A good size dataset is typically required so as to get better classification precision of any machine learning 
system. Dinamalar dataset is collected from the Internet. The dataset is a pre-classified into seven primary 
categories, viz., News, Daily, Weekly, Spiritual, Photo, video and others. Under each category there are 
number of sub-categories exists. The given document is pre-trained to classify the documents under these 
sub-categories.   

Tokenization 

In this case of tokenization the words are gathered from the given text corpus by matching it with the 
dictionary. The dictionary stores all related words or multiple words.  Initially, it does a searching for the 
particular words or multiple words and take into account, otherwise it will be truncated. In this present setup 
356,791 word entries collected from the different Internet. 

Normalization 

Words are converted into Tamil Unicode equivalent text and this can enable the system to grasp the identical 
meaning in Tamil universally in Tamil. Sometimes, Arabic alphabets, Non Standard Words may appear in 
the text which can be expressed as regular expression. English words also appear in the document, which 
are all processed and converted into Tamil text.  

Stop word Elimination  

There are number of functional words exists in the text, these words need to be eliminated. One such 
functional words collected from Internet and directly used in the system. As of now there 219 such words 
are identified and used in the system.  

GRU Model  

It is kind of neural network which is easier to recollect the past memory known as Gated Recurrent Unit 
Memory (GRU). In GRU is like LSTM, which has two gates, reset gate and update gate and it uses hidden 
state to transfer the information one state to another state.  



 
Figure 3 GRU gates 

 
1. Reset gate – it gets the previous hidden time stamp and multiply  with the present input and 

weight and after that it will pass it to the sigmoid function. The sigmoid function transform 
values between 0 to 1.  

 
Figure 4 Reset Gate 

 
In the hidden-state the trainable weight used for multiplying with element wise reset vector.  It will 
confine which values of previous time stamp can be retrained or eliminated from the hidden state. 
At last a non-linear activation tanh function are applied and the result is obtained.  

 



2. Update gate: As like Reset gate, update gate using the same formulae, otherwise the weight 
given to multiply with the will vary and it is unique for different hidden states. This enable the 
gates to serve as unique one.  
 

 
 

 
Figure 5 Update gate 

 
3. Candidate state   

 
ĥt = tanh (W(ĥ)xt) + U(ĥ)(rt * ht-1) 

4. Final Output 
                                                         ht = zt * ht-1 + (1 - zt) * ĥt-1 
 

 

Figure 6 GRU Chain Organization Model 

5. Experimental 

The dataset used for classification is received from the Kaggle free open source repository.  It is a 
Dinalar News Dataset News Articles of fifteen different categories. In this dataset includes four 
different attributes, such as News Id, News Category, News Title and News.  In this dataset the 



given dataset is divided into two groups. One group for training and another one group for test 
data.  In case of training all attributes data items are taken and in case of testing the News Title 
and News Article alone take for experimentation.  

5.1 Experiment Setup 
 
A python program is developed with the Keras, nltk, Scikit-learn, Pandas, NumPy, Tensorflow 
packages to model the GRU model to predict the predefined text categories. This prototype works 
well for state-of-the-art data in the database. In this program, it will be able to expect only the 
GRU model alone.  The system is configured to run in a standalone PC Environment.  
 
5. Results and Discussion 

 
The performance of the Tamil text classification system can be evaluated by using four different standard 
metrics that is Accuracy, Precision, Recall and F1 measure. Precision measures the factualness of the 
classifier system.  A higher precision means less false positives, while a lower precision means false 
positives.  

Precison =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of extracted text
 

 
Recall measures the completeness, or sensitivity, of a classifier. Higher recall means less false negatives, 
while lower recall means more false negatives.  
 

Precison =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑡𝑒𝑥𝑡

Total number of annotated text
 

 
Accuracy measures the overall degree of which instances have been correctly classified,  
 

Accuracy =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠

Total Number of instances 
 

 
A weighted harmonic measure mean of precision and recall is F1-measure, is the rate of a system with one 
unique rating.  
 

F1 − Mesure  =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Table 1 Performance of Results Evaluation of GRU System Testing Process 

Label Precision  Recall F1-Score Accuracy 

1 97 98 99 98 
2 97 98 99 98 
3 97 98 99 98 
4 98 98 99 98 
5 96 97 97 97 
6 97 98 99 98 
7 96 96 93 96 

Average 96.85 97.57 97.85 97.57 



6. Conclusion 
 
Tamil Text Classification is the one of the essential task in the Text Mining and Natural Language 
Processing. Developing and acquiring more accurate results for Text Classification is the 
challenging task.  This paper proposes a novel GRU model for Tamil Text Classification into a 
fifteen pre-defined categories. In this method the classification accuracy is 97 percent and above 
which is comparatively good as compared to the traditional classifiers.   
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Abstract: 

    Sentimental Analysis is a type of the processing of Natural Language Processing 
(NLP) to track the public mood to a certain law, policy, or marketing, etc, which 
are posted on social media. The overall growing importance of sentiment analysis 
is connected with the development of social media such as reviews, Twitter, blogs, 
micro-blogs, forum discussions, e-commerce websites, and other social networks. 
In day-to-day life, it is difficult to analyze all the reviews in another language 
(Tamil) manually, so we came up with the idea of sentiment analysis for Tamil 
text. It is not only enough to analyze the English text, we need to consider other 
language reviews to come up with the exact result of the particular product. Most 
of the people just ignore the Tamil language reviews, we focused on it to give 
importance to Tamil language opinions. The main aim presents a survey of 
sentiment analysis (SA) and opinion mining (OM) approaches, various techniques 
used that are related to this field for Tamil text. 

Keywords: Sentiment Analysis, Natural Language Processing, Tamil 
Language, Opinion Mining. to 
 

Introduction: 

Sentiment analysis and opinion mining are machine learning subfields. They are 
crucial in the current situation because there are so many user-generated texts 
available. Natural language is extremely unstructured and hence it is a difficult 
problem to solve. It is exhausting to work with a machine as the interpretation of the 
meaning of a particular sentence by a 

The machine is tiresome. . However, the use of sentimental analysis is increasing 
day by day. Every day, the amount of analysis grows. Machines have to be built in 
terms of their ability to interpret and comprehend, it is dependable and efficient. 
Emotions and sensations in humans Analysis of public opinion and opinion mining 
is a method of implementing the same. 

Because of the expansion and advancement of informatics, many e-Commerce 
websites exist where individuals may discuss their thoughts on items and services. 
Consumer feedback is a treasure trove of information in the present age. For both 
businesses and people, there are thousands of products to choose from On the 
internet that several merchants have presented. For example, 

flipkart.com registers a total of more than 36 million products, Shoper.com records 
more than 5 million products from over 3,000 dealers. The user‟s  hunger is for and 
dependence upon online advice and recommendations the data reveals is merely one 
reason behind the emergence of interest in new systems that deal directly with 
opinions as a  first-class object. The user's desire for and reliance on online advice 
and recommendation is just one reason for the growing interest in novel systems that 
deal directly with opinions as a first-class object. 

 



 Reasons WHY we need this project: 

Sentiment analysis is becoming a crucial tool for monitoring and 
understanding client sentiment as they share their opinions and feelings more openly 
than ever before. Brands can learn what makes customers happy or frustrated by 
automatically evaluating customer feedback, such as comments in survey replies and 
social media dialogues. This allows them to customise products and services to 
match their customers' demands. 

For example, employing sentiment analysis to examine 4,000+ customer 
satisfaction surveys about your product could help you figure out if customers like 
your pricing and customer service. 

Perhaps you'd like to track brand sentiment on social media in real-time and 
over time so you can see angry customers right away and respond quickly. 

Hence it is much more important to analyse the sentiment of text in the Tamil 
language also. 

The multinomial Naive Bayes classification algorithm is commonly used as a 
starting point for sentiment analysis. The core idea behind the Naive Bayes 
technique is to use the joint probabilities of words and classes to find the probability 
of classes given to texts. So we have used the Naive Bayes model. 

 

 

 

 

 

 

 

 

Dataset Description: 

A glimpse of data: 



 

We collected our data in a short duration of time from media like Amazon, Flipkart, 
Goodreads, etc. We focussed only on Tamil book reviews in the Tamil language 
from different users and different genres of books. Our dataset consists of rows 
around 400 which have mixed feelings from the user i.e., positive or negative. 

 

Sentimental Classification:  

Much study has been done on user sentiment analysis, which mostly judges the 
polarities of user evaluations. Sentiment analysis is frequently used in this research 
at one of three levels: document level, phrase level, or attribute level. According to 
the literature review, there are two types of sentiment analysis techniques: machine 
learning and semantic orientation. Furthermore, natural language processing 
techniques (NLP) are employed in this field, particularly in the identification of 
document sentiment. The sentiment analysis machine learning strategy is largely 
related to supervised classification in general and text classification techniques in 
particular. As a result, it's known as "supervised learning." A machine learning-
based categorization requires two sets of documents: a training set and a test set. An 
automatic classifier learns the differentiating properties of documents using a 
training set, while a test set is used to assess the automatic classifier's performance. 
To categorise the reviews, a variety of machine learning approaches were used. 

Machine learning techniques like  Naive Bayes (NB) have achieved great success in 
text categorization. The other most well-known machine learning methods in the 
natural language processing area are K-Nearest neighbourhood, ID3, C5, centroid 
classifier, winnow classifier, and the N-gram model. Naive  Bayes is a  simple but 
effective classification algorithm. The Naive Bayes algorithm is a widely used 
algorithm for document classification. The basic idea is to estimate the probabilities 
of categories given in a test document by using the joint probabilities of words and 
categories. The naive part of such a model is the assumption of word independence. 
The simplicity of this assumption makes the computation of the Naive Bayes 
classifier more Efficient. 



Sentiment classification is accomplished by building a text classifier from 
association rules that link the terms of a document to its categories, and then 
modelling the text documents as a collection of transactions, with each transaction 
representing a text document and the items in the transaction representing the terms 
selected from the document and the categories to which the document is assigned. 
The algorithm then looks for connections between the words in documents and the 
labels that have been assigned to them. Each category is treated as a distinct text 
collection to which association rule mining is applied. The classifier is formed by 
combining the rules generated by each of the categories independently. The training 
set is then utilised to evaluate the classification quality, and the number of rules 
covered and attributive probability are used to categorise the test text documents. 
Using generalised expectation criteria, the labelled features are used to constrain the 
model's predictions on unlabeled cases. The un-annotated text is then supplied into 
the self-learned features extractor, and the documents labelled with high confidence 
are fed into the initially-trained classifier using generalised expectation to acquire 
domain-dependent features automatically. Following that, the self-learned features 
are used to train a new classifier, which is then applied to the test set to get the final 
results.  

A few recent studies in this field explained the use of neural networks in sentiment 
classification. Zhu Jian (2010) proposed an individual model based on Artificial 
neural networks to divide the movie review corpus into positive, negative and fuzzy 
tones which are based on the advanced recursive least squares backpropagation 
training algorithm. Long-Sheng Chen (2011) proposed a neural network-based 
approach, which combines the advantages of machine learning techniques and 
information retrieval techniques. 

 

 

 

Semantic Orientation: 

  Since it does not require prior training to mine the data, the Semantic orientation 
approach to Sentiment analysis is regarded as "unsupervised learning." Instead, it 
assesses a word's proclivity for positive and negative connotations. Many studies on 
unsupervised sentiment categorization make use of the lexical resources that are 
accessible. 

 

Role of negation: 

Negation is a prevalent linguistic construction that influences polarity and, as a 
result, must be taken into account in sentiment analysis. Not only do typical negation 
words (not, neither, nor) express negation, but so do other lexical components. Many 
more words, such as valence shifters, connectives, and modals, have been discovered 
to invert the polarity of an articulated opinion, according to field research. “I find 



the functioning of the new mobile less practical,” as an example of valence shifter; 
“Perhaps it is a terrific phone, but I fail to see why,” as an example of connectives' 
effect. "In principle, the phone should have worked even underwater," is an example 
of a modal statement. Negation is a challenging but vital part of sentiment analysis, 
as these examples demonstrate. The most well-known work in sentiment analysis is 
an examination of the influence of various scope models for negation. Using static 
delimiters, dynamic delimiters, and heuristic rules centred on polar expressions, a 
scope identification approach to handle negation was developed. Static delimiters 
are clear words that mark the beginning of another phrase, such as because or unless. 
Dynamic delimiters, on the other hand, are rules that rely on contextual information 
such as the part-of-speech tag. These delimiters appropriately account for a variety 
of complex phrase patterns, ensuring that only the clause containing the negative is 
taken into account. The heuristic rules focus on cases in which polar 

expressions in specific syntactic configurations are directly preceded by negation 
words which result in the polar expression becoming a delimiter itself. 

 Sentiment analysis has been a trendy issue in data mining, with extracting opinion 
features being a vital step, thanks to the growing amount of opinions and reviews on 
the internet. Sentiment analysis has been too coarse at both the document and 
sentence levels to discern precisely what users like and dislike. To overcome this 
issue, sentiment analysis at the attribute level aims to extract opinions on specific 
attributes of products from reviews. 

Online advertising, hotspot detection in forums, and some applications of sentiment 
analysis. Online advertising has evolved into one of the most important revenue 
streams in today's Internet economy. Sentiment analysis has recently been used in 
dissatisfaction-based internet advertising and Blogger-Centric Contextual 
Advertising, which refers to the placement of personal ads on any blog page based 
on the interests of the bloggers. When confronted with massive amounts of online 
material from a variety of online forums, information searchers sometimes find it 
challenging to extract reliable and valuable information. This has prompted a study 
into identifying online forum hotspots where relevant information is swiftly 
disseminated to individuals seeking it. Nan Li (2010) developed a sentiment analysis 
approach to provide a complete and timely description of the interacting structural 
natural groupings of distinct forums, allowing for dynamically efficient hotspot 
forum finding. Companies must acquire and analyse information about their 
competitors' products and plans to identify potential hazards. Sentiment analysis 
plays an important role in competitive intelligence by extracting and visualising 
comparative relations between products from customer reviews, taking into account 
interdependencies among relations, to assist businesses in identifying potential risks 
and developing new products and marketing strategies. Opinion summarization 
analysis articles' viewpoints by indicating sentiment polarities, degrees, and 
associated events. With an opinion summary, a customer may quickly learn how 
other customers feel about a product, and the manufacturer can learn why various 
individuals enjoy it or what they dislike about it. Opinion extraction algorithms at 
the word, phrase, and paragraph level are offered. The topic of relevant sentence 
selection is discussed, followed by a summary of topical and opinionated material. 
Opinion summarizations are visualized by representative sentences. Finally, an 



opinionated curve showing supportive and non-supportive degrees along the 
timeline is illustrated by an opinion tracking system. Other applications of 
sentimental analysis include online message sentiment, filtering-mail sentiment 
classification, web blog author‟s attitude analysis etc. 

  

Naïve Bayes : 

   One of the most effective algorithms for categorising documents is Naive 
Bayes24. It has been widely employed in the field of information recovery, and it 
has recently been applied in machine learning research25. The Bernoulli model and 
the multinomial model have gotten a lot of attention in recent years26. The integer 
feature is represented by the multinomial template to represent the document, 
whereas the Bernoulli model vector of binary features is obtained from the 
document27.  

To apply a basic assumption to the Bayes' theorem, namely, feature independence. 
So now we've separated the evidence into its component elements. 

If any two occurrences A and B are independent of one another, then 

P(A,B) = P(A)P(B) 

Hence, we reach the result: 

 

which can be expressed as: 

 

Now, as the denominator remains constant for a given input, we can remove that 
term: 

 

 

Multinomial Naïve bayes multinomial  classification: 

Multinomial naive Bayes is a specific variant of naive Bayes that is designed to 
handle text documents and uses word counts as the underlying mechanism of 
probability calculation. It's a basic yet straightforward methodology for dealing 
with classification tasks that don't need sentiment analysis (complex expressions of 
emotions such as sarcasm). For example, you have a collection of classes that 
represent school topics based on an arbitrary document inside your set of classes 
(mathematics, art, music, etc..).You are given a document with words that are 
strongly connected to art since they utilised a lot of keywords, but there may also 
be some mathematics, history, and other subjects, but after going through all of the 
classes and calculating their probabilities, it comes out that it is most likely art. 



You can create an accurate or almost correct classification model even with a small 
amount of test data. 

Your categorization results should all fall into the same category. 

For example, if your collection of classes includes Math, Science, and History, 
your outcomes should only be Math, Science, or History, not Music. 

 

 

Methodology : 

Flowchart: 

 
The suggested system's design is depicted in the diagram. The reviews of various 
Tamil books are gathered from various online book stores and e-book sites, then 
organised, examined, and manually categorised as good or negative. These 
categorised reviews are sent into the system as training data. From the training 
data, the properties are extracted. Multinomial Naive Bayes is used to develop a 
model. Book reviews are gathered and organised to test the system. The system 
receives the model file as well as the testing data as input. The reviews are 
classified using the Naive Bayes algorithm. 

Result : 

The final result is obtained and shown below, 



  

 

How to improve the same in future: 

In the last decade, sentiment analysis has become a popular idea in a variety of fields 
of study. Many scholars are working to develop a system for predicting sentiment 
analysis in a variety of domains. Microblogs, blogs, Facebook, Twitter, and other 
social media sites are popular data sources that collect relevant information. From 
the literature study, it can be concluded that for sentiment analysis of bigger datasets 
made to be accurate and efficient we need to make use of the distributed approach. 

In addition, research activity may be used in a logical order to get better outcomes 
in this subject. Many additional feature selection approaches can be investigated in 
the future. The additional study can be carried out to assess the impact of a variety 
of regions and domain-based elements. Extending the use of sentiment analysis to 
other domains might provide some intriguing results. More n-grams and feature 
allowances can be employed in the future, resulting in higher accuracy than the 
existing ones. The focus of this study is on identifying qualities that exist in the form 
of nouns or nominal phrases in the assessments. The implicit feature analysis is 
saved for further use. Because ensemble learning procedures need a lot of calculation 
time, parallel computing methods can be used to solve this problem. The lack of 
outcome portrayal is a major limitation of ensemble learning systems, and the 
information received by ensembles is difficult to comprehend. As a result, improving 
ensemble interpretability might be an important research direction. Future opinion 
analysis structures will require a larger and more detailed general knowledge base, 
which will allow for better treatment of natural language views and a more effective 
connection between multimodal and machine-sensible data. Additional bio-inspired 
methods to design intelligent opinion analysis structures capable of handling 
semantic information, analogy creation, learning actual information, and perceiving, 
identifying, and sensing emotions will result from combining scientific theories 
about emotion with applied technology targets to analyse sentiments of natural 
language script. 
 



Conclusion: 

We'll end our paper with a quote: "If there is an algorithm that characterises human 
behaviour, emotional analysis is unnecessary." Our major objective in this research 
is to attain accuracy in determining an individual's positive and negative attitudes, 
for which we have gotten results via text mining. The sentimental approach gives a 
simple concept of how to analyse a certain individual's behaviour and make a 
judgement in a few stages to reflect that individual's perspective. Humans are now 
free to publish or remark on every issue that arises anywhere in the globe, thanks to 
the power of social networking. There may be certain ideas that aid in the 
development and evolution of the community or even the country. It is quite tough 
to extract such useful ideas from unstructured and random data and therefore swiftly 
arrive at a choice. 
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Abstract -

Tamil is one of the oldest language in the world and recognized as a classical language in India, Long

living Tamil literature Tholkappiyam, being the extant Tamil grammar. According to the Archaeological

survey of India (ASI), Tamil language has the maximum number of inscriptions than other Indian

languages, and the script has changed over the period of time and the modern tamil script has completely

changed from ancient scripts. This paper proposes computer aided techniques to recognize ancient tamil

characters with the help of convolution neural network. Deep learning in Artificial Intelligence(AI) has

emerged in the recent decades due to availability of data and computation capability. It is time to decode

ancient Tamil scripts and inscriptions by leveraging modern computer science as an epigraphist. Deep

learning techniques outperforms excellent results with image, audio, video recognition and generative

techniques in recent years. Tamil script has a vast history of changes in the last twenty centuries. In every

century, there has been a change in scripts which is challenging even for the experts to read and recognize

the script. Leveraging technology definitely would help both experts and common man to understand the

scripts most correctly. The key work of this paper is to recognize the ancient tamil vowels which had

different writing forms over the period of change.

Keywords - Convolutional Neural Network, Recognition of Tamil Inscription, Deep Learning

1. INTRODUCTION

1.1. Tamil language

Tamil is one of the ancient literary language   and widely spoken by the Tamil people in India, Singapore,

Malaysia and Srilanka. Tamil is an official language of the sovereign nations of Sri Lanka and Singapore,

the Indian state of Tamil Nadu, and Puducherry[1].The earliest literary works in the Dravidian languages

  were in Tamil.

1.2. Ancient Tamil Script

In ancient days, Tamil ancient scripts written in Palm-leaf [olai suvadi, In Tamil:ஓைல��வ�], Hero

Stone [veerakkal also known as nadukal, In Tamil:ந�க� (அ) வ �ர�க�], Inscription [kalvettu, In

Tamil:க�ெவ��] and Copper-plate inscription [seppedu In Tamil:ெச�ேப�][2]. Of these, no traces

of prehistoric scripts are available; Only recent several hundred years old inscriptions have been found.

Among them, we call the scripts used to write the Tamil language as Tamil [in Tamil:தமி�], Tamizhi [in

Tamil:தமிழி], Tamil Vattezhuthu [in Tamil: தமி� வ�ெட���].

Vasu Renganathan
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In the third century (BC 3), king Ashoka ruled in northern India, During the reign of Ashoka, the Brahmi

script was used there and the cave inscriptions in Tamil land dated back to the same period of Ashoka

reign, Cave inscriptions are very helpful in understanding the ancient script of the Tamil language. There

are two opinions on the naming of the written forms in these inscriptions. A few refer to it as Tamizhi[in

Tamil:தமிழி]. Others refer to it as Tamil-Brahmi. Iravatham Mahadevan who is known for his

decipherment of Tamil-Brahmi inscriptions and expertise on the epigraphy of the indus valley civilisation,

he calls it as Tamil-Brahmi [ in Tamil: தமி� ப�ராமி][3].

It is customary and believed to assume that any linguistic writing form is the same as the pictorial writing

form in the early days. There is not enough evidence to know the evolution of the Tamil script, we have

studied before from the beginning. Similarly, the next stage of development of Tamil writing could not be

known. Table 1.1, Table 1.2, Table 1.3 illustrates the Tamil brahmi scripts and modern Tamil scripts, these

examples have vowels, consonants and vowel-consonants scripts. Tamil language is an abugida

segmental writing system which is a sequence of writing consonants and vowels in a single unit.

Modern Tamil Scripts (Vowels)

உய�� எ����க� அ ஆ இ ஈ உ ஊ எ ஏ ஐ ஒ ஓ

Tamizhi or Tamil-Brahmi scripts

Table1.1. Tamil Brami and Modern Tamil scripts (vowels)

Modern Tamil Scripts

(consonants)

உய��

எ����க�

� � � � � � � � � � � � � � � � � �

Tamizhi or

Tamil-Brahmi scripts

Table1.2. Tamil Brami and Modern Tamil scripts(consonants)

Modern Tamil Scripts

உய��ெம� எ����க� க கா கி கீ � � ெக ேக ைக ெகா ேகா

Tamizhi or Tamil-Brahmi scripts

Table1.3. Tamil Brami and Modern Tamil scripts(vowel-consonants)



1.3. Convolutional Neural Network (CNN)

Convolution Neural Network (CNN) is an architectural approach in neural networks, The structure of

convolutional neural network combined with convolution, activation, and pooling operations and

extended to fully connected layer followed by classification which is a softmax layer. Convolutional

neural network (CNN) is inspired by the human biological neural process of. multilayer perceptron[4].

2. LITERATURE SURVEY

The prototype proposal in “Conversion of Early Tamil Brahmi Characters into Modern Tamil Characters

Using Template Matching Algorithm" authored by Mageswaran et al. [7] unblock certain grey areas in

character recognition of an ancient scripts, this uses various techniques such as acquisition, threshold,

clustering and filtering, the key approach used here is template matching approach which is a referring

point in 3-D spatial region followed by convolution neural network. This prototype has an achievement

recognition of characters belonging to AD 2 to AD3[5].

Subadivya S et al, International Journal of Computer Science and Mobile Computing, Vol.9 Issue.6, June-

2020, “Tamil-Brahmi Script Character Recognition system using Deep Learning Technique” [6], The

proposed system uses regular preprocessing techniques followed by CNN and Dataset has been created

manually, it resulted 94% accuracy.

Lalitha Giridhar, Aishwarya Dharani, Velmathi Guruviah, "A Novel Approach to OCR using Image

Recognition based Classification for Ancient Tamil Inscriptions in Temples"[7], this work has a good

attempt to decipher the ancient Tamil scripts between 7 to12th centuries, involves multi skills and multi

layered approach from reading script to delivering as an audio file. Again the challenge is dataset creation

which is done manually using the Slicer library from Python programming language.

S.Rajakumar, .V.Subbiah Bharathi, "Century Identification and Recognition of Ancient Tamil Character

Recognition",International Journal of Computer Applications, This paper attempt to identify the century

of the Tamil character being used and translate the ancient scripts to readable modern script, fuzzy filter

and segmentation based clustering is being used for the classification technique[8].

M. Merline Magrina, "Convolution Neural Network based Ancient Tamil Character Recognition from

Epigraphical Inscriptions", proposed a system that is well organized in identifying the Tamil ancient

character of the 12th century. A simple CNN architecture method is used for performance and to reduce

the computational cost. Bounding box method used to segregate the character and noise removal methods

and other preprocessing techniques used to classify the character[9].



3. MATERIALS AND METHODS

3.1. Dataset

It is well known, the dataset for ancient script ise challenging and not available in complete and clean set

in any of the forums, but the papers being published on character recognition on Tamil ancient scripts

have used the dataset which are created by individuals of authors. Most of the research work on ancient

script recognition refers to Tamil-Brahmi letters which are dated between 3 BC to 3 AD. Our research

work is trying to recognize all the ancient letters found which are prior to modern character. Ancient

scripts for the last 20 centuries given in Table 3.1.[10]

Century BC3 AD2 AD3 AD4 AD5 AD6 AD7 AD8 AD9 AD10

அ

Century AD11 AD12 AD13 AD14 AD15 AD16 AD17 AD18 AD19 AD20

அ

Table 3.1. Tamil ancient script writing method of the letter ‘அ’ for 2000+ years

Tamil vowels have changed and evolved every century to reach modern characters which are in use now.

In order to recognize the character irrespective of the century, the model to recognize and understand the

letters used in different timelines is the same.

3.2. Proposed system

Figure 3.1 Proposed System

The proposed system has been implemented with various techniques in preprocessing that removes noise

followed by segmentation to split the characters from the texture script, lastly classification with manual

accumulation on top of softmax computation. Figure 3.1 illustrates the proposed system that has been

discussed in the subsequent sections of this paper.



3.3. Preprocessing Techniques

The object of preprocessing technique helps to distinguish the character from the source image and the

source image could be in any form such as stone inscriptions, palm writings etc.. Extracting characters

from the sources of centuries is really difficult, we use few preprocessing techniques to overcome the

challenges.

3.3.1. Binarization

Binarization techniques can be used in image preprocessing in order to recognize or detect the input

image. Binarization works based on thresholding methods. The most popular binarization technique is

Local binarization that calculates for each image pixel the mean and the standard deviation of gray

scale  value of  the neighboring pixels[13]. Threshold is defined as T,

Threshold T = Mean + k * Stdev

Where Mean is average value of the pixel in the local area, stdev is the standard deviation of the same

pixel, and k  is  a constant

Figure 3.2. a) Original Image b) GrayScale c) Mean d) Gaussian

3.3.2 Skew correction

Inscriptions are handwritten and the alignment of the texture changes also the surface where inscriptions

are written would not be an even space, some of the characters would give different translation if tilted

slightly, thus the skew correction is required.



Figure 3.3. Skew correction

3.4. Segmentation

Segmentation of character would be the series of processes which goes by the order of segment the lines,

segment the words and segment the characters. Histogram projection methods use content frequency plot

to differentiate the characters. Vertical and Horizontal histogram used for the segmentation techniques.

3.5. System Architecture

CNN also known as convolutional Neural Network is used for classifying the ancient tamil inscription

characters. In general, convolutional neural networks consist of convolutional and pooling, and fully

connected layers.A convolutional layer is used for feature extraction from a given input image with

spatial information, therefore CNN preserves the relationship among pixels. Convolutional layer uses

certain properties such as Filter or Kernel which is a feature map, Stride and Padding. Pooling layer is

used for image compression, Pooling layer uses max pooling. The fully connected layer converts the

matrix information to a vector which is given to softmax for classification. CNN architecture for the

proposed system is in Figure 3.4. CNN is used mainly for not losing the spatial property which produces

higher accuracy than a fully connected layer which is a highly complex model. CNN performed well in

the last two decades in image processing techniques and won in contests for the outstanding performance

in recent years.



Figure 3.4. Proposed CNN Architecture

The application of convolutional layer convolves an input image with kernels to get a feature map,Unit in

a feature map is connected to the previous layer through the kernel's weight and the weights of the kernels

are optimized for best during the training by backpropagation method, non-linear activation(ReLu) will be

applied on each neural output and the Rectifier linear units (ReLU) represented as[4] ,

f(x) = max(0,x)

Rectifier linear units (ReLU) became a most popular and faster activation function as of 2017 for deep

neural networks.Comparatively, ReLu is faster than sigmoid and tanh activation functions. Fully

connected layer will be used once the convolution operation is completed, meaning the matrix will be

converted to a vector and it will be sent to the fully connected layer. Pooling is a strategy for

downsampling the image with spatial information, Figure 3.5. demonstrates max pooling of 4X4

matrices.

21 1 3 11

2 32 6 10

4 7 23 12

3 9 11 43

Figure 3.5. max pooling of 4X4 matrix

32 11

9 43

Lets see some of the additional techniques used along with CNN in order to optimize the model for high

accuracy such as padding, Batchnomalization, dropouts. Image padding introduces additional pixels

around four sides of the matrix and it is used to detect spatial structures in the boundary of the image. The

major advantage of CNN compared to traditional machine learning models is to detect features

automatically without any human intervention whereas traditional models have a person intervention in

feature extraction meaning CNN can learn features by itself from the given pictures of any.



3.6. Proposed Convolutional Neural Network and Implementation Details

The Convolutional Neural Network (CNN) architecture is shown in Table 3.1, In this paper, we propose a

fixed input size 32x32 pixels and 3 channels. We used the first convolution with 3x3 kernel size and 32

filters, followed by a max pooling with 2x2 pixels, similarly the second convolution with 3x3 kernel size

and 64 filters followed by a max pooling 2x2 pixels, Rectified Linear unit (ReLu) used as a activation

function in this architecture. Optimizer used to modify the CNN attributes such as weight and learning

rate, Adam is used as optimizer in the proposed system.Also we used sparse categorical cross entropy

which will match the most likely similar or matching category whereas categorical cross entropy uses

on-hot matching. Dense layers used in last layers for classification.

________________________________________________________________

Layer (type) Output Shape              Param #

==========================================================

conv2d (Conv2D) (None, 30, 30, 32)       896

_________________________________________________________________

max_pooling2d (MaxPooling2D) (None, 15, 15, 32)       0

_________________________________________________________________

conv2d_1 (Conv2D) (None, 13, 13, 64)       18496

_________________________________________________________________

max_pooling2d_1 (MaxPooling2 (None, 6, 6, 64) 0

_________________________________________________________________

conv2d_2 (Conv2D) (None, 4, 4, 64)           36928

_________________________________________________________________

flatten (Flatten) (None, 1024)               0

_________________________________________________________________

dense (Dense) (None, 64)                   65600

_________________________________________________________________

dense_1 (Dense) (None, 7)                     455

==========================================================

Total params & Trainable params : 122,375

Table 3.1. Proposed-CNN architecture model summary

3.7. Experimental Setup and Result Analysis

As explained in the previous section, the model has been trained with 10 epochs, that gives more than

90% accuracy, and an increase in epoch results in more accuracy with the given model, with the above

model the results are observed as - loss: 0.2190 - accuracy: 0.9266 - val_loss: 0.2201 - val_accuracy:

0.8873, Figure 3.6 shown the comparison plot between training and validation results. Since the

difference between training and validation results shows less difference in accuracy and loss parameters,



the model could be most appropriate.. In addition to accuracy and loss, there are other parameters such as

performance and confusion matrix resulting in better performance. On an average each epoch takes 30ms

to 50 milliseconds. Figure 3.7 shows accuracy and loss tensorLog during the training of the model.

Python programming language and tensorflow framework have been used for this implementation and

results. The overall test loss and test accuracy as given below based on the model training in Figure 3.7.

Test loss: 0.23422138392925262

Test accuracy: 0.9428571462631226

Figure 3.6. Result comparison between Accuracy & validation accuracy and Result comparison between

loss & validation loss

Epoch 1/10

11/11 [==============================] - 1s 61ms/step - loss: 1.7456 - accuracy: 0.3242 - val_loss: 1.6701 - val_accuracy: 0.0845

Epoch 2/10

11/11 [==============================] - 0s 38ms/step - loss: 1.5464 - accuracy: 0.2905 - val_loss: 1.5297 - val_accuracy: 0.3521

Epoch 3/10

11/11 [==============================] - 0s 40ms/step - loss: 1.4831 - accuracy: 0.5291 - val_loss: 1.2968 - val_accuracy: 0.6761

Epoch 4/10

11/11 [==============================] - 0s 40ms/step - loss: 1.1590 - accuracy: 0.5780 - val_loss: 0.9640 - val_accuracy: 0.7324

Epoch 5/10

11/11 [==============================] - 0s 41ms/step - loss: 0.7929 - accuracy: 0.7401 - val_loss: 0.6391 - val_accuracy: 0.7887

Epoch 6/10

11/11 [==============================] - 0s 39ms/step - loss: 0.5250 - accuracy: 0.8073 - val_loss: 0.5922 - val_accuracy: 0.7183

Epoch 7/10

11/11 [==============================] - 0s 40ms/step - loss: 0.4352 - accuracy: 0.8440 - val_loss: 0.4474 - val_accuracy: 0.8451

Epoch 8/10

11/11 [==============================] - 0s 40ms/step - loss: 0.3212 - accuracy: 0.8716 - val_loss: 0.3479 - val_accuracy: 0.8873

Epoch 9/10

11/11 [==============================] - 0s 40ms/step - loss: 0.2877 - accuracy: 0.9021 - val_loss: 0.3763 - val_accuracy: 0.8451

Epoch 10/10

11/11 [==============================] - 0s 40ms/step - loss: 0.2190 - accuracy: 0.9266 - val_loss: 0.2201 - val_accuracy: 0.8873

Figure 3.7 . The TensorLog during training the model showing loss and accuracy



3.8. Comparison with other methods

Comparison of similar work, that is recognition of ancient tamil scripts shown in Table 3.2, Every century

has its own style of character, but the work proposed in the papers have different parameters, and it cannot

be compared directly thus the method and dataset used have been provided for the high level comparison.

Every work given the table 3.2 has significant improvement based on the parameters considered.

Authors Methods/Dataset Accuracy

S. Mageshwaran et al.  [5] Template Matching Approach, CNN /Tamil-Brahmi

characters of  between AD2 and AD3

-

Subadivya S et al. [6] CNN, Natural Language Processing 94.6%

Lalitha Giridhar et al. [7] OCR,CNN, Google translator 77.7%

S.Rajakumar et. al [8] Fuzzy median filters, Neural network, Clustering -

M. Merline Magrina et al. [9] Bouncing Box character Recognition, CNN /

Recognition of 12 AD characters

98.61%

Our Approach CNN, Softmax accumulation / Manually created data

set for the centuries from BC3 - AD19, Tamil Vowels

92.66%

Table 3.2. Comparison summary with similar work

Our approach uses the dataset for twenty plus years of century characters which has a change in every

century. By combining the results, the model is classifying the characters if there is a similarity in

scripting.

3.9. Extension of softmax layer

The softmax layer is a classification layer in Convolutional Neural Network that turns the vector real

value into a vector of values whose probability distribution sum upto the value 1. The example of

probability distribution given as follows for letter ‘அ’, and the computation of softmax value is 1. highest

value is considered as classified result,

σ(𝑧 →)𝑖 = 𝑒 𝑧𝑖

𝑗=1

𝑘

∑ 𝑒
𝑧

𝑗

Where z is input vector to the softmax function

K is number of classes in multi-classification

In the proposed system we classify the character of 2000 years of characters that varies in every century.

We grouped similar strokes of the vowel ‘அ’ into 6 different classes, instead of making it as a single

class as classified in table 3.2. Sum of sub classes of parent vowels are considered for classification which



results in maximum accuracy and it reaches more than 90%, by adding more dataset would help to

increase the accuracy, in this case for the vowel ‘அ’, we created 6 subclasses.This approach slightly

increases the computation time Recognition of vowels resulting in 12 classes but the softmax layer will

have more than 12 classes which are subclasses of parent classes. The classification of softmax grouped

computation is given in Table 3.3.

Class 1 (BC 3 to AD 4)

Class 2 (AD 5)

Class 3 (AD 6)

Class 4 (AD 7)

Class 5 (AD 8 to AD 12)

Class 6 (AD 13 to AD 20)

Table 3.2. Grouping of similar character set

4. CONCLUSION AND FUTURE WORK

In this paper, character recognition of Tamil ancient script is demonstrated. The proposed method to

classify the ancient tamil character using Convolutional Neural Network with extended grouped classes

technique that helps softmax accumulation to increase the accuracy of classification. Softmax

accumulation can be used as optional and it depends on the accuracy and helps to break the tie if any.

Thus the accuracy increases significantly than other methods which deal with single classes for a

character. Also proposed experiment trained and tested with manually created dataset and only with

vowels, we are further inspired to think and extend this work to consonants and vowels-consonants along

with actual inscriptions.
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Abstract: 

Sentiment Analysis is gaining popularity in mood mapping the people using the advances of Artificial 
Intelligence. Many elections are being predicted using the texts collected the micro blogging site twitter. 
Decision Tree based architectures were tried on 2019 Indian General Election and 2020 Delhi Election 
predictions. When a preliminary study was done to predict the Tamil Nadu State Assembly elections held 
in May 2021, the data collected indicated a need for translingual support for predicting the sentiment of 
people during the course of poll campaign. Since this election is predominantly revolving around a majority 
Tamil speaking heartland, a new architecture was developed and analyzed. The results using a proposed 
translingual architecture predicted was close to the actual results and the statistical insights to prove this 
method shows the evidence that this method is better than qualitative and quantitative surveys done by 
media for pre poll and exit poll prediction. 

Keywords: Sentiment Analysis, Election Prediction, Indian Election, Opinion Mining 

Introduction 

Tamil Nadu State Assembly Elections are conducted once in five years since the independence of the 
Republic of India. It was conducted as State Assembly polls of erstwhile Madras presidency until 1967 and 
Tamil Nadu until the recent 2021 elections. In the current scenario, there are 234 constituencies where the 
party gaining support of at least 118 Members of Legislative Assembly will reserve the right and get invited 
to form the Government. Post-independence, the state has faced elections in 1952, 57, 62, 67, 72, 77, 80, 
84, 89, 91, 96, 2001, 06, 11, 16 and 21. Prediction of election outcomes through sample surveys are usually 
done with pre-poll and exit poll scenarios. In the recent years, since the election prediction of Nate Silver 
on 2012 US presidential polls (Gelman et al., 2012), many AI based prediction methods were used to predict 
the elections in various countries over the past decade. Sentiment Analysis using various machine learning 
algorithms used. Social media impact by microblogging sites are a prominent factor in effecting the thought 
process of people (F. J. John Joseph, 2011). The reverse of this is meant as mood mapping of people or 
identifying the collective data from people. This mood mapping coupled with sentiment analysis on the text 
posted in microblogging sites are helpful in predicting the outcome of elections. This has been done in 
many countries like USA (Yang et al., 2018), Australia (Burgess & Bruns, 2012), India (F. J. J. John Joseph, 
2019), Indonesia (Budiharto & Meiliana, 2018) and states like Delhi (F. J. John Joseph & Nonsiri, 2021). 
AI based methods (Graphnile, 2020) are also used by some companies to provide poll analytics. 
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Tamil Computing has been increasing its fame over the last couple of decades with advances in Offline 
Character Recognition (OCR) and Natural Language Processing (NLP) especially (J et al., 2010). An 
extensive pool of research has been done on NLP with English. For languages other than English, there are 
some manual labelling-based approaches. 

A popular opinion based method was used in Queensland state elections in Australia (Burgess & Bruns, 
2012). An opinion mining based approach was developed for 2013 Pakistani General Elections and 2014 
Indian general elections (Kagan et al., 2015). Decision Tree was used in predicting 2019 Indian General 
Elections (F. J. J. John Joseph, 2019) and region based opinion mining for Delhi Assembly elections in 
2020 (F. J. John Joseph & Nonsiri, 2021). A clustering was done on 6000 tweets in US presidential polls 
2016 between Donald Trump and Hillary Clinton (Ramteke et al., 2016). Swedish election was predicted 
using support vector machines (Larsson & Moe, 2012). Apart from these research, Graphnile is doing AI 
based political analysis and started predicting elections since 2019 Indian General Elections (Graphnile, 
2020). 

 

Methodology 

A modified methodology as done in (F. J. John Joseph & Nonsiri, 2021) is added with the a python 
translator. The following steps are followed to predict the outcome of election conducted in the state of 
Tamil Nadu in May 2021. 

Data Collection 

Tweets were collected during the mid of march and the preliminary analysis were done on the type of users 
pooling in through the API (Roesslein, 2009). The distribution of tweets based on languages, devices and 
location are listed in figure 1 below. This calculation is done on an average figure obtained from a 
continuous collection of data within a range of days. 

 

Figure 1: Distribution of tweets based on Languages 

The tweets were found to be more English or anglicized texts of other languages. There is a neat trend 
which indicates that the ratio of Tamil tweets against English texts is higher than the ratio of Hindi tweets 
against English tweets as observed during Delhi state assembly polls in 2020 (F. J. John Joseph & Nonsiri, 



2021). The correlation matrix of subjectivity obtained on a sample set of tweets is given in the figure 2 
below:  

 

Figure 2: Correlation matrix of polarities obtained from major languages 

Architecture 

 

Figure 3: Translingual Architecture for tweet analysis 

Owing to the positive correlation between the polarities of Tamil with English tweets, the translator engine 
is added to convert the Tamil tweets and then calculated for the popularity. This is done using the weighted 
decision tree. Translation to English will facilitate the classification of tweets using the NLTK corpus 
(Loper & Bird, 2002). The polarity is taken to extrapolate the results as seats. This is calculated against 
similar decision tree-based approaches and the actual prepoll analysis and exit poll predictions. 

With the polarity trend obtained in the Figure 4, the data is extrapolated on the district wise trends with 
respect to the tweets within those latitudes and the count is estimated for the possible number of seats to be 
won by the political alliances. This has been done for the experimentation in all the AI based methods. 

Tweets 
Collection

Non english 
tweets 
translated to 
English

Sentiment 
Analysis

Subjectivity 
and Polarity



 

Figure 4: Polarity Trend 

Table 1: Performance comparison 

S.No Approach Methodogy Predicted seats for 
winning party 

1. Pre poll Times Now - CVoter 177 
2. ABP News - CVoter 166 
3. Exit Poll Republic TV - CVoter 160 
4. Spick News 146 
5. AI (F. J. J. John Joseph, 2019) 132 
6 (F. J. John Joseph & Nonsiri, 2021) 165 
7 Proposed translingual architecture 150 
8 Actual Poll results 159 

The performance of the proposed translingual architecture is a bit close to the actual figures. This is due to 
the tweets from Tamil are also added to measure the sentiment of tweets analyzed. Despite of unavailability 
of raw sentiment analysis on Tamil corpus, it is converted to English translation which increased the sample 
of data collected and strengthens the core of opinion and mood mapping. With a specific sentiment analyzer 
exclusive for Tamil Language, the opinion mining on issues related to the Tamil heartland can be surveyed 
in a more efficient manner. 

Conclusion 

It is evident from the qualitative results that the performance of translingual architecture on Tamil and 
English tweets were found to be close enough to predict the outcome of election. However, the results are 
not precise enough to the levels of individual constituencies but it is a compatible performance evaluation 
against all the existing methods done at the levels of pre-poll, exit-poll and AI. There lies a need for the 



development of Tamil NLT toolkit for classifying the sentiments from texts published online. Since the 
number of tweets collected are small enough for a machine learning algorithm to handle, deep learning 
transformers are not tried. Ultimately this is a competent methodology to arrive at the sentiment trend of 
Tamil texts from microblogging sites. 
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1. அறி�க�
இய�ைக ெமாழிஆ��எ�ப�இய�ைக ெமாழி அைம�ைப�

கண�ன��� ஏ�ற வைகய�� மி� இல�கணமாக� ெகா��ப�.
கண�ன��� இய�ைக ெமாழி ஆ�ைவ ேம�ெகா���
அறி��திறைன� ெகா��பத��� பல ெமாழி� பய�பா���
பண�கைள ேம�ெகா�ள ேவ���. அவ�றி� ேம��றி�ப��ட
தரவக�ைத உ�வா�க�� அ�ல� உ�வா�க�ப�ட தரவக�ைத
அ��பைடயா� ெகா�� ெமாழி� பய�பா��� பண�க��கான
ெமாழி� க�வ�க� உ�வா�க�பட ேவ���. இ�த
ெமாழி�பய�பா�� ெம�ெபா��கள�� ெசா��ழ� க�வ� எ�ப�
அ��பைடயான ஒ��. ெசா��ழ� க�வ� எ�ப� ெகா��க�ப�ட
ஒ� தரவ�� அைம���ள ெசா�கள�� �ழைல� ����
ெகா�வத�� ஏ�வாக அ�ெசா�லி�, �� ப�� உ�ள ெசா�க�
ஆகியவ�ைற ஓ� அைடவாக� பயனாள��� இன� கா�ட���ய
கண�ன�ய�� நிர� ெதா��பா��. இ�க��ைர தமி� ெமாழி�கான
ெசா��ழ� க�வ�, தரவக உ�வா�க�தி� ெசா��ழ� க�வ�ய��
ப��, ெசா��ழ� க�வ�ய�� பய�பா�க�, க�வ� உ�வா�க�தி�
ஏ�ப�� சி�க�க� ம��� த���க� ப�றி வ��வாக ஆரா�வேத
இ�வா��� க��ைரய�� ேநா�கமாக அைமகிற�.

��கிய� ெசா�க� : ெசா��ழ�, ெமாழி�க�வ�க�, தரவக�, ெசா��ழ� க�வ�,
தமி�

2. தரவக�
ஒ� �றி�ப��ட ஒ����ைற�ட� அதிக அளவ�� ேத���

ெச�ய�ப��� ேசமி�க�ப�ட இய�ைகயான நைடகைள உைடய
உைரக� ம��� ப�ேவ� ப�வ�கள�� ெதா���� ெப��தர�
என�ப��. இஃ� ஒ� �றி�ப��ட ெமாழிய�� ெசா�க� அ�ல�
�ைற� ெசா�கைள உ�ளட�கியதாக இ��க ேவ���. ஒ�
ெமாழிய�� ப�ேவ� ப�ணாம�கைள எதிெராலி�பதாக��
பலதர�ப�ட �ல�க��� �த�ைம அள��பதாக�� அறிவ�ய�
�ைற�ப��� இ��க ேவ���. தரவக� எ�ப� ப�ேவ�
வைக�ப��. ஒ� ெமாழிய�� வரலா�� வள��சிைய�
கா�பத�கான தரவக� (Historical Corpus) எ���, ஒ� �றி�ப��ட
ெமாழிய�� இ�ைறய அைம�ைப அ�ல� இல�கண�ைத�
ெப�வத�கான தரவக� (Synchronic Corpus) எ���, ெமாழி�
க�ப��த�, க�ற��கான தரவக� (Corpus For Language
Learning/Teaching), எ��� இய�திர ெமாழிெபய����க����
பய�ப�� இர�� ெமாழிக� அ�ல� அத�� ேம�ப�ட
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ெமாழிகள�� இைணகைள உ�ளட�கிய தரவக� (Parallel Corpus)
எ��� பல வைககள�� ப��க�ப�கி�றன. ஆ�வாள��
ேநா�க�தி�ேக�ப தரவக�� உ�வா�க�படேவ���. இ�வா�
ப�ேவ� �ல�க���� பய�ப�� வைகய�� தரவக�கைள
உ�வா�க ப�ேவ� வைகயான ெமாழிய�ய� ஆ��� க�வ�க�
பய�ப�கி�றன. இவ�றி� தரவக�கைள உ�வா�க� பய�ப��
க�வ�கள�� ெசா��ழ� க�வ� இ�றியைமயாத�.
இ�க��ைரய�� ெசா��ழ� க�வ� வழியாக� தரவக�
உ�வா�க� ப�றி அறியலா�.

3. இ�திய ெமாழிக��கான இய�ைக ெமாழி ஆ��� க�வ�க�
இ�திய ெமாழிக��கான இய�ைக ெமாழி ஆ��� க�வ�க�

ப�ேவ� ப�கைல�கழக�க�, ஆ�� நி�வன�க�, தன�யா�
ஆ�வல�க� இைண�� உ�வா�க�தி� ஈ�ப�� வ�கி�றன�.
ம�திய அரசி� தகவ� ெதாழி���பஅைம�சக�இத�ெக�றஒ�
தன��தி�ட�ைத இ�திய ெமாழிகள�� ெதாழி� ��ப வள��சி
(Technology Development of Indian Language – TDIL) எ�ற தி�ட�ைத
உ�வா�கி� ெசய�ப�� வ�கிற�. தமிழக�தி�� மாநில
அரசான� தமி� ெமாழிய�� ெதாழி���ப வள��சி�காக�
ப�ேவ� தி�ட�கைள� ெசய�ப��தி வ�கிற�. ேம��,
ெச�ைன தமி� இைணய� க�வ��கழக�, ெச�ெமாழி� தமிழா��
ம�திய நி�வன�, ெச�ைன. ைஹதராபா� ப�கைல�கழக�
ெத��கானா, அ�ணா� ப�கைல�கழக� கண��ெபாறிய�ய�
�ைற, ெச�ைன�ேரா�ேப�ைட AU-ICBCைமய�,அ�ணாமைல�
ப�கைல�கழக� சித�பர�, த�ைச தமி�� ப�கைல�கழக�,
ேகாைவ பாரதியா� ப�கைல�கழக�, ெச�ைன SRM
ப�கைல�கழக�, இ�திய ெதாழி���ப கழக� (IIT), அமி�தா
ப�கைல�கழக� ேகாய����, இ�திய அறிவ�ய� கழக�,
ெப�க��, ைம�ேரா சா��ேவ�, ெப�க�� �தலான
நி�வன�க� தமி� ெமாழி�கான ெதாழி���ப� க�வ�க�
உ�வா�க�தி� ெதாட��� ஈ�ப�� வ�கி�றன.

4. ெசா� �ழ� க�வ�
ெசா��ழ� க�வ� எ�ப� ெகா��க�ப�ட ஒ� தர�கள��

அைம���ள ெசா�கள�� �ழைல� ���� ெகா�வத�� ஏ�வாக
அ�ெசா�லி� ��, ப�� உ�ள ெசா�க� ஆகியவ�ைற ஓ�
அைடவாக� உ�வா�கி அள��க���ய கண�ன� நிர�. ஒ�
ெமாழிய�� அைம���ள ெசா�கள�� �ழைல� ����
ெகா�வத�� அ��பைடயான ெசா��ழ� க�வ�ைய� ெகா��
உ�வா�க�ப���ள இ�த ெம�ெபா�ள�� ெசா�, ெசா�
நிக�ெவ�, �த�ைம� ெசா���� �� உ�ள ெசா�க�,
�த�ைம� ெசா����� ப�� உ�ள ெசா�க�, ெச���
இட�ெப���ள �ல�லி� அ�க��தலானவ�ைற� ெப�மா�
வ�வைம�க�ப���ளன. இஃ�, ஒ� ெமாழிய�� அைம��
ெசா�கள�� ��னாக��, ப��னாக�� இட�ெப�� எ�ண�ற
(1-கிரா�, 2-கிரா�,…. எ�-கிரா�) ெசா�கைள ஆரா��
ஆ��க���� பய�ப�கிற�.



பட� 1. ெசா��ழ� க�வ�

5. ெசா��ழ� க�வ� உ�வா�க�
ெசா� �ழ� க�வ�ய�� நிரலா�க�தி� �� ெசயலா�க�

ம��� ��கிய� ெசா�கள�� ேத�� எ�ப� அ��பைடயான�.
உ�ள ��� ெச�வத�கான நிர�க� உ�வா�க�ப�ட ப��ன�
தரைவ� ெசயலா�கி, ஒ�ைற அ�ல� ���� ெசா�கள��
வ�வ�தி� �த�ைம� ெசா�கைள� ப���ெத��பத�கான
வ�தி�ைறகைள நிர�க� உ�வா��கி�றன. அத� ப��ன�
இய�பா�க� வ�தி�ப� ேதைவய�ைற இைடெவள�க�
ேபா�றவ�ைற ந���கிற�. வா��ைத உ�ெபாதி�ப��
அ��பைடய��, ெசா�கள�� ெசா�ெபா�� ெதாட�ைப�
கண�கி�வத�கான வ�திக� கண�ன��� அள��க�ப�கி�றன.

பட� 2. கண�ன�ய�� ெதா�தி வைரபட�

�றி�ெசா�கைள அைடயாள� கா�த� தரவ�� இ���
ெசா�கைள� ப���ெத��க ப��வ�� வ�தி�ைறக�
பய�ப�கி�றன. ெசா�க���� ப��ன� அ�ல� ��ன�
உ�ள இைடெவள�ைய� �றிய�டாக� ெகா�� ெசா�கைள
வைகப��தி� ப���க�ப�கிற�. ப���க�ப�ட ெசா�கைள
��கிய� ெசா�களாக� கண�ன��� எ���� ெகா�� பயனாள�
உ�ள �டாக அள��த �த�ைம� ெசா���� �� உ�ள
ெசா�க�, �த�ைம� ெசா����� ப�� உ�ள ெசா�க�



(1-கிரா�, 2-கிரா�,…. எ�-கிரா�) அ��பைடய�� கண�ன�
ஏ�கனேவ வைகப��த�ப�ட ெசா�கள�� இைடெவள�
அ��பைடய�� (..,-3,-2,-1,0,+1,+2,+3,..) ெதாடராக மா�றி
அைம���. ப��ன� அவ�றி� ���கைள ெவள�ய�டாக�
பயனாள���� திைரய�� அள��கிற�.

பட� 3. ெசா��ழ� க�வ� நிரலா�க அைம�� �ைற

6. ெசா��ழ� க�வ� அைம�� �ைற
ெசா��ழ� க�வ� பயனாள�க��� எள�தி� உத��

வைகய�� ஒேர திைரய�� அைம�க�ப���ள�. இதி�
ேகா�ைப� ெத��� ெச�க எ�� �மி� ப�வைல (Text file)
உ�ள ��� ெச�வத��� பய�ப�கிற�.ஒ���றிய�� (UNICODE)
அைமய�ெப�ற தர�கைள� ப�வ� (*.txt) வ�வ�� உ�ள ���
ெச�யலா�. ெசா��ழ� க�வ�ய�� ஒ�றி�� ேம�ப�ட
��கைள (multi file support) உ�ள ��� ெச�� ���கைள�
ெப�� வசதி�� அள��க�ப���ள�. இைவ ப��வ��
ப�திய�� ஒ�ெவா�றாக வ�ள�க�ப�கிற�.

6.1 இட� �மி�
ெத��� ெச�ய�ெப�ற �லி� ெசா�கைள உ�ள ��� ெச��

அ�ெசா�லி� இட��றமாக அைம�� ெசா�கள��
எ�ண��ைகைய� பயனாள� ெப�வத�காக இட� �மி�
அைம�க�ப���ள�. பயனாள� ெத��� ெச�த ெசா�லி�
�� வர���ய ெசா�கள�� எ�ண��ைகய�ைன
உைர�ெப��ய�� உ�ள ��� ெச�யலா�.
6.2 வல� �மி�
ெத��� ெச�ய�ெப�ற �லி� ெசா�கைள உ�ள ��� ெச��

அ�ெசா�லி� வல��றமாக அைம�� ெசா�கள��
எ�ண��ைகைய� பயனாள� ெப�வத�� ஏ��ைடயதாக வல�
�மி� அைம�க�ப���ள�. பயனாள� ெத��� ெச�த
ெசா�லி� �� வர���ய ெசா�கள�� எ�ண��ைகய�ைன
உைர�ெப��ய�� உ�ள ��� ெச�� ��வ�ைன� ெபறலா�.
6.3ெசா��ழ�



ெசா��ழ� எ��� �மிழிைன� ெத��� ெச�தா�
ெகா��க� ெப���ள ெசா�, ெசா�நிக�ெவ�, அ�ெசா�லி�
����ள ெசா�க�, அ�ெசா�லி� ப����ள ெசா�க�,
அ�ெசா� இட�ெப���ள ��, ெச��� எ� ஆகியவ�ைற�
ெபறலா�.

7. ெசா��ழ� பய�ப���� �ைற
ெசா��ழ� க�வ� பயனாள� எள�தி� ெசா��ழலி�

���கைள� ெப�� வைகய�� வ�வைம�க�ப���ள�.
’ெசா�’ எ�ப� உ�ள ��� ெச�ய�ப�ட�லி�உ�ளெசா�கள��
ப��ய� ஆ��. ‘ெசா� நிக�ெவ�’ எ�ப� �றி�ப��ட அ�த�
ெசா� �லி� எ�தைன �ைற பய��� வ���ள� எ�பைத�
�றி�ப��கி�ற�. ’��’ எ�ப� பயனாள� ேத�ய ெசா�லி�
��னா� பய����ள ெசா�கைள வ�ைச�ப���கி�ற�.
’ப��’ எ�ப� பயனாள� ேத�ய ெசா�லி� ப��னா� பய����ள
ெசா�கைள வ�ைச�ப���கி�ற�. ‘��:எ�’ எ�ப�
பயனாள� உ�ள ��� ெச�த �ைல��, �றி�ப��ட அ�த� ெசா�
பய��� வ���ள ெச��� அ�ைய�� �றி�ப��கி�ற�.

பட�- 4 ெசா��ழ� ���க�

ெசா��ழ� க�வ�ய�� இைட�க�தி� தரெப�றி����
தைல��கள�� எ�தைல�ைப� ெத��� ெச�கி�ேறாேமா
அத�கான பயைன� ெப�� வைகய�� அைம�க�ப���ள�.
இைட�க�தி� உ�ள ‘ெசா�’ எ��� ப�திய�ைன ஒ��ைற
ெசா��கினா� அ�ெசா�கைள அகர வ�ைச�ப��த��,
ம��ைற ெசா��கினா�னகரவ�ைச�ப��த�� இய��.

‘நிக�ெவ�’ எ��� தைல�ைப� ெசா��கினா� �லி�
எ�ெசா� அதிக எ�ண��ைகய�� இட�ெப�� இ��கி�ற�



எ��� தகவைல� ெபற இய��, ம��ைற ெசா��கினா�
�ைற�த எ�ண��ைகய�� இட�ெப�� இ��கி�ற� எ���
தகவைல� ெபற இய��. ெபற�ப�ட ��வ��
வ�ைச�பலைகய�� ந��� �மிைழ� பய�ப��தி ேதைவய�ற
அ�கைள ந��கலா�.

6.1 ேத�
ெசா��ழ� க�வ�ய�� ெபற�ப�ட ��வ�� இ��� ஒ�

�றி�ப��ட ெசா�ைல ம��� ேத� அத� ��ைவ�ெப��
வசதி அள��க�ப���ள�. இதி� ேத� எ���மிைழ� ெத���
ெச�தா� ஒ� திைர ேதா���. இ�த� திைரய�� ெசா�, ேத�
எ�� இர�� �மி�க� இட� ெப���ளன. ெசா� எ���
�மிழி� அ�கி� ெகா��க ெப�றி���� உைர�ெப��ய��
ேத�� ெசா�லிைன உ�ள ��� ெச�தா�, அ�ெசா�லி�
����ள ப����ள ெசா�க�, அ�ெசா� இட� ெப�� ��,
ெச��� அ� ஆகியவ�ைற� ெபறலா�. இ�த� திைரய���
ேத�தலி� நிைறவாக� ெப�� ��வ�ைன�� தரவ�ற�க�
ெச�ய இய��.

6.2 ��ைவ�ெபற
ெசா��ழ� க�வ�ய�� இ��� ெபற�ப�ட ��ைவ�

ப�வலாக� (Text file) தரவ�ற�க� ெச�� ெகா��� வா����
அள��க�ப���ள�. ’��ைவ�ெபற’ எ�� �மிழிைய�
ெத��� ெச�தா� ’ேகா�ைப� ெத��� ெச�ய��’ எ��
தைல�ப��ட திைர ேதா���. இதி� ேகா�ப�� ெபயைர�
த�ட��� ெச�� ேசமி (save) எ�� �மிழிைன� ெத���
ெச�தா� ெசா��ழ� க�வ�ய�� �ல� ெபற�ப�ட ��ைவ�
ப�வலாக� (Text file) ெபறலா�. ‘ந���’ எ�� �மிழிைய�
ெத��� ெச�வத� �ல� ெசா��ழ� க�வ�ய�� அைன���
பய�ப��த�ப���ள ப�திகைள�� ந��க உத�கிற�. �திய
�லி� பயைன� ெபற ேவ��� என���� பய�ப��த�ப�ட
ப�திய�ைன ந���த� இ�றியைமயாத�.

8. ெசா��ழ� க�வ�ய�� பய�க�
▪ இய�ைக ெமாழி ஆ�வ�� உைர ���கி, ெசா� வ�கி,
ேத�ெபாறி, ெமாழிெபய���� ேபா�ற க�வ�கள��
உ�வா�க�தி� இ�ெசா��ழ� க�வ�ய�� ப��
அ��பைடயாக அைமகி�ற�.

▪ ஒ� தரவக�தி� உ�ள ெசா�க�, ஒ��க�ஆகியைவ வ��
இட�கைள�� அத� நிக�ெவ�கைள�� காண����.
ேம�� ெசா� வ�வ�கைள�� அத� இல�கண�ைத��
அறிய����.

▪ தரவக�கள�� ஒ� வா��ைத அ�ல� ெசா�ெறாட��
நிக�ெவ�கைள அறிய�� பய�ப�கிற�.

▪ ெபய��ெசா�க�, வ�ைன�ெசா�க�, இைட�ெசா�க�,
உ��ெசா�க� �தலான ெசா� வ���கள��



நிக�ெவ�கைள� ெசா� �ழலி� ���கள��வழி
க�டறிய இய��.

▪ ெமாழிய�ய� க�டைம��கைள 'ெசா� �ழ� ேதட�க�'
பய�ப��தி க�டறியலா�.

▪ ஒ�திைச� வ�கைள வ�ைச�ப��த��, ஒ��கைம�க��
ம��� சீரான தரவாக மா�ற�� பய�ப�கிற�.

▪ ஒேர ெசா�லி� ெவ�ேவ� வைகய�� ப��வ��
பய�பா�கைள அறியலா�:

� ேவ�ெசா�கைள இன� காணலா�
� வா�கிய அைம��கைள� க�டறித� ம���
வைக�ப���த�

� கண�ன� ெமாழிய�ய� �ைறய�� பய�பா�க�
� ேத�ெபாறி உ�வா�க�
� ெசா�வள�ைத� ெப�த�
� ச�க இல�கிய�க��கான தர�தள�கைள
உ�வா��த�

� ெசா� ம��� இல�கண தி��திகள�� ப���ல�
தர� உ�வா�க� பய�ப���த�

� உைர ஆ��� ெச�வத��� தர� உ�வா�க�
� ஒ� ெசா� ஒ� �லி� எ�தைன �ைற பய���
வ�� �ைறய�ைன அறியலா�.

� ஒ� ெசா� அத� ெதாட�ய� �ழ��ேக�ப�
ெசா�ெபா��ைம� ெப�வைத உண�த�.

▪ இ�க��ைர அகராதி உ�வா�க�, ெசா�வ�கி ேபா�ற
�ைறகள�� எள�ைமயாக ெபா�ைள அறிய��, �திய
ெபா��ைமகைள� க�டறிய�� ெமாழிய�ய� �ைறய��
�திய ேகா�பா�கைள உ�வா�க�� ஏ�கனேவ
உ�வா�கப�ட வ�திகைள ேசாதைன ெச�ய��
பய�ப�கிற�.

9. ���ைர
கண�ன��தமி� வள��சிய�� அ��பைடயான தமி�

எ�����க�, வ�ைச�பலைகக� உ�வா�க� த�ன�ைறைவ
அைட���ளன. அைதெயா�� தமி� வ��கிப��யா, வைல���க�,
இைணய� தள�க� ெப�கி� ெகா����கி�றன. இைவயா��
கண�ன��தமி� வள��சிய�� �த�க�டேம ஆ��. இன�
அ��தக�ட வள��சியான த��ைன���ள / ெசய��க��ள
ெமாழி� ெதாழி���ப�ைத ேநா�கி அைமய ேவ���.

ெதாழி���ப� க�வ�ைய� பய�ப�வத�� அ�ல�
ெதாழி���ப�ைத� பய�ப���வத��� ெதாழி���ப� ப�றிய
அ��பைட அறி� ேதைவ. ஆ�கில�தி� ம��ேம இ��த
ெதாழி���ப� இ�� பரவலாக அவரவ� தா�ெமாழிய�� வல�
வ�கிற�. இஃ� ஒ� �றி�ப�ட�த�க ெதாழி���ப வள��சிதா�
எ�றா�� உலக ெமாழிகள�� ெதாழி���ப� க�வ�க�
அைன��� அவரவ� தா�ெமாழிய�� �றி�ப��ட அளைவ
எ����ளன. அ�ேபால தமிழி� ெதாழி���ப� க�வ�கைள
உ�வா�க��, உ�வா�கியவ�ைற அைனவ�� பய�ப��த��



ேவ���. அ�ேபா� தா� தமி� ெமாழி�கான ெமாழி� க�வ�க�
உ�வா�க� அதிக���� த�ன�ைறைவ அைட��.
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Abstract 

In recent times, volume of Tamil digital information are accessible in various applications 

like digitized libraries, blogs, digital newspaper, systematic publications, emails, digital 

books have been raised progressively. When the availability for digital data is increased, 

the complexities are also improved in this system. Therefore, automated of Tamil Text 

classification documents is needed. This paper proposes a supervised machine learning 

methodology for segmenting the morphological variants of words into stem and suffixes 

for Tamil text classification. This can be treated as word segmentation problem where the 

stem boundaries are identified within the word forms. The morphological segmentation is 

an important problem in the area of computational linguistics as it helps in other crucial 

tasks such as stemming, syntactic parsing and machine translation.  Artificial neural 

network is generally employed to solve problems of the kind for which there is no 

promising and efficient algorithmic solution. As such, in this paper we present the results 

obtained by the application of artificial neural network with back propagation algorithm 

for segmentation. For the segmentation problem, the morph level tagged word list is used. 

From the boundary marked words, 20000 samples are created. 15000 feature vectors are 

trained and the remaining 5000 vectors are used for testing, in 4-fold cross validation 

method. Each sample is represented as 25 bit feature vector and the boundary information 

is provided as output. The performance of this supervised learning on morphological 

segmentation is presented. This work is very useful for further Tamil text classification 

process. The proposed model uses Word to Vector are employed for feature selection word 

to vector is defined as a shallow neural network where a corpus is provided as input and 

generates a vector set. Word to vector is applied in predicting words on the basis of context 

with 2 diverse neural methods namely, Continuous Bag of Words as well as Skip-Gram. 

When this method detects the present word on the basis of context, Skip-Gram model and 
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the convolution neural network (CNN) models for classification purposes Convolution 

Neural Network (CNN) was applied for extracting silent features from sentences under the 

application of word vectors that has been obtained from pre‐trained 𝑊𝑜𝑟𝑑 to 𝑉𝑒𝑐tor 

method. CNN layer is applicable to extract useful substructures which are applied in 

prediction task. CNN is defined as a type of deep forward neural network and applies multi-

layer perception (MLP) for minimum pre-processing. Initially, CNN is deployed for image 

classification as well as computer vision issues. In recent times, it is employed on diverse 

applications of natural language processing. For natural language processing operation, of 

CNN is employed on text rather than images, one dimensional array representation is 

required in a text. CNN structure has 1𝐷 convolution as well as pooling task. ConvNet 

classifies a sentence as a collection of predefined class by assuming 𝑛grams. The Long-

Short Term  

Memory (LSTM) models are applied to classify the Tamil documents Long Short-Term 

Memory is a well-known model applied in resolving the gradient diminishing by using 

Input gate. Finally results shows which models get effective classification outcome with 

best accuracy, precision, f-score, recall.  

Keywords:  NLP, Stemming, Morphological Segmentation, Deep learning for Tamil Text   

classification 

 
1. Introduction 

Morphological Segmentation is an important preprocessing task in Tamil Text 

classification. For morphologically rich languages like Tamil, stemming involves morphological 

analysis. In many world languages, words are formed by combining, morphemes which are 

nothing but meaning bearing small units of characters. The process of segregating a word into its 

morphemes is called morphological analysis and/or morpheme segmentation. Semantically similar 

words are identified using Morphemes and this helps to improve the performance of NLP based 

document retrieval, document classification and speech recognition systems.  The stem and suffix 

boundary can be identified by morphological analysis.This boundary detection algorithm employs 

machine learning approach. Then with this help of the morphological analysis method  the stem 

are removed from the Tamil Documents of all the classes. Here the removed stemming word are 



very useful for from an document Representation and the Feature Selected from the result set of 

Document representation.Finally the Feature the main key for classify the document into various 

classes.  

 

2.  Literature review 

The review of literature reveals that automatic morphological analysis has been also 

actively taken up by researchers working in area of data compression, dictionary construction, and 

information retrieval.In general, the approaches to automatic morphological segmentation are four 

fold[1]. Machine learning algorithms have been recently applied by researchers for word 

segmentation and for morphological analysis. [1] [2]. 

The first approach identify morphemes on the basis of the degree of predictability of the 

(n+1)th letter given the first n letters [3]  and further developed by [4]. The second approach seeks 

to identify bigrams (and trigrams) that have high likelihood of being morpheme internal. The third 

segmentation approach tries to discovery of patterns of Phonological relationships between pairs 

of related words. The fourth one is top-down and employs a globally most concise segmentation 

procedure (i.e. Minimum Description Length MDL approach).In [7][11] the Unsupervied 

stemming tequniques are carried very strongly. In [13] Text classification using supervised 

Techniques detailed explanation is given. 

 

3. Pre-processing 
Pre-processing for the Text Classification are Tokenization(splitting document into words), 

Stopword Removal(Remove unwanted words in the documents),Stemming(Finding the Root 

words) . In  pre-processing Stemming is play the vital for the Tamil text classification.  

 

3.1 Segmentation using Unsupervised Learning  
NLP applications typically rely on large databases of linguistic knowledge and the design of such 

resources requires manual labor and considerable effort by linguistic experts. However, machine 

learning algorithms could be employed to reduce the amount of manual work. Machine learning 

is the capability of a computer to learn from training data and to extract knowledge from examples. 

A successful learner can make general conclusions about the data it is trained on.  

 



Assuming, data are not completely random, unsupervised learning algorithms are capable of 

learning by capturing the statistical correlations and regularities present in the data and tries to 

apply that to new data as well.  This is in contrast to the supervised learning algorithms where the 

system is provided with the class table for generalizing the data. The unsupervised machine 

learning algorithms  identify morphemes help to cluster word forms of the same lemma with a 

very high precision. These morphemes are categorized into prefixes, stems and suffixes. 

3.2 Segmentation using Supervised Learning  
The supervised machine learning algorithms, utilize the tagged (like data with class labels) 

words. For the segmentation problem, the morph level tagged word list is used. From the boundary 

marked words, training samples are created. Tagged words are appended with a start symbol ‘S’ 

at the beginning, and the symbol ‘E’ at the end. Each morpheme boundary is marked with ‘#’ 

symbol in the word. Multiple segments of six characters (including boundary markers) are 

prepared from each word using a sliding window method. These segments have contextual 

information for every segment mark.  

 

From the segmented training corpus a word is selected (“éÂçÉ#áÁð” ), then start and end 

symbols are added (SéÂçÉ#áÁðE). The starting and ending marks influence on the morpheme 

boundaries, as words have restrictions on beginning and ending syllables. A sliding window of six 

characters long is applied to the word. When the context is given as “SéÂçÉ#” the output is 0, 

representing the absence of a boundary after 3 characters. In the context of “ÂçÉ#áÁ”, the fourth 

position is a morpheme boundary; hence the output is set to 1. The following 5 segments are 

generated. 

 

 
Input 

 
 
 

Output 
SéÂçÉ# 0 
éÂçÉ#á 0 
ÂçÉ#áÁ 1 
çÉ#áÁð 0 
É#áÁðE 0 

  
 



 
 

 

 3.3 Feature Representation for Segmentation 
 

The training samples are converted into binary input features. Each character in the training sample 

is represented as a 5 bit. A total of 32 symbols (30 Tamil symbols and two start and end symbols 

S and E) are used, which can be represented using 5 bitscode as shown in the Table 3.1. A total of 

25 bit feature vector is used as input, and the boundary information is provided as output which is 

given in Table 3.2. In the Table 3.2, the second column (OUT 1) shows the position of the 

boundary; fourthcolumn (OUT 2) gives the boundary status, at position 4 within a word (i.e after 

third character).  Training samples of 20,000 segments are generated from the word list. The two 

OUT columns are for three different supervised models. The OUT 2 is used for ANN model. The 

representation of OUT 2 considers the boundary when it occurs with 3 left context characters and 

2 right context characters. The output zero means, the boundary does not occur at the 4th place in 

the character sequence.  

Table 3.1 Binary representation of Tamil characters

 
 

  



 

 

3.4 Experiment using BPNN for Segmentation 

 
The schematic of stochastic gradient descent version of the back propagation algorithm for 

feed forward networks is as shown in Figure 3.1. 

 

.There are 25 input features and one output class. The 3 layer BPNN is used for training 

this data. The structures of the BPNN modelused for this experiment are 25L 10N 1L (S1), 25L 

15N 1L (S2), and 25L 20N 1L (S3), where L denotes a linear unit, N denotes a nonlinear unit, and 

Si (i=2, 3,4) denotes ithBPNN structure. The nonlinear units use tanh(s) as the activation function, 

where s is the activation value of the unit. The integer number indicates the number of 

units/neurons used in that layer. The output class used for neural network model is OUT 2 (Column 

4 of the training data). 

 

 
 

Figure 3.1 A schematic of a back-propagation neural network. 
 

For evaluating the performance of the model, each of the 5000 testing feature vectors (from 

four fold cross validation) is given as input to the model, and the output of the model is compared 

with the previous segmentation positions. Each time 15000 feature vectors are trained and the 

remaining 5000 vectors are used for testing, in 4-fold cross validation method. The mean square 

error (e) is transformed into a confidence score (c) using c = exp(-e) 



 

 

Table 3.2 Training data for segmentation with binary input features and boundary information 

 

Sample 
segments 

Position 
of a 

boundary 25 Bit input feature vector 

Boundary 
at 

Position 4 

 
OUT 1 INPUT OUT 2 

çËååÁ# 6  0 0 1 1 1 1 1 1 0 1 0 0 1 0 1 0 0 1 0 1 1 0 0 1 1 0 
ËååÁ#â 5  1 1 1 0 1 0 0 1 0 1 0 0 1 0 1 1 0 0 1 1 0 0 0 1 0 0 
ååÁ#âá 4  0 0 1 0 1 0 0 1 0 1 1 0 0 1 1 0 0 0 1 0 0 0 0 0 1 1 
åÁ#âáÁ 3  0 0 1 0 1 1 0 0 1 1 0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 0 
Á#âáÁð 2  1 0 0 1 1 0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 0 
#âáÁðÂ 1  0 0 0 1 0 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 1 0 1 0 0 0 
SêÂññ# 6  0 0 0 0 0 0 1 0 1 0 1 0 1 0 0 1 0 0 0 1 1 0 0 0 1 0 
êÂññ#Ã 5  0 1 0 1 0 1 0 1 0 0 1 0 0 0 1 1 0 0 0 1 1 0 1 0 1 0 
Âññ#Ãò 4  1 0 1 0 0 1 0 0 0 1 1 0 0 0 1 1 0 1 0 1 1 0 0 1 0 1 
ññ#ÃòÂ 3  1 0 0 0 1 1 0 0 0 1 1 0 1 0 1 1 0 0 1 0 1 0 1 0 0 0 
ñ#ÃòÂì 2  1 0 0 0 1 1 0 1 0 1 1 0 0 1 0 1 0 1 0 0 0 1 1 0 0 0 
#ÃòÂìá 1  1 0 1 0 1 1 0 0 1 0 1 0 1 0 0 0 1 1 0 0 0 0 0 0 1 0 
SÅïÅ#î 5  0 0 0 0 0 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 0 1 1 1 0 0 
ÅïÅ#îÁ 4  1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 0 1 1 1 0 1 0 0 1 1 1 
ïÅ#îÁç 3  0 1 1 1 1 1 0 1 1 1 0 1 1 1 0 1 0 0 1 1 0 0 1 1 1 0 
Å#îÁçÃ 2  1 0 1 1 1 0 1 1 1 0 1 0 0 1 1 0 0 1 1 1 1 0 1 0 1 0 
#îÁçÃí 1  0 1 1 1 0 1 0 0 1 1 0 0 1 1 1 1 0 1 0 1 0 1 1 0 1 0 
SéÂçÉ# 6  0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 1 1 1 1 1 0 1 1 0 
éÂçÉ#á 5  0 1 0 0 1 1 0 1 0 0 0 0 1 1 1 1 1 0 1 1 0 0 0 0 1 0 
ÂçÉ#áÁ 4  1 0 1 0 0 0 0 1 1 1 1 1 0 1 1 0 0 0 0 1 1 0 0 1 1 1 
çÉ#áÁð 3  0 0 1 1 1 1 1 0 1 1 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 0 
É#áÁðE 2  1 1 0 1 1 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0 1 1 1 1 1 0 
SÁêÉ#ç 5  0 0 0 0 0 1 0 0 1 1 0 1 0 1 0 1 1 0 1 1 0 0 1 1 1 0 
ÁêÉ#çç 4  1 0 0 1 1 0 1 0 1 0 1 1 0 1 1 0 0 1 1 1 0 0 1 1 1 1 
êÉ#ççÁ 3  0 1 0 1 0 1 1 0 1 1 0 0 1 1 1 0 0 1 1 1 1 0 0 1 1 0 
É#ççÁí 2  1 1 0 1 1 0 0 1 1 1 0 0 1 1 1 1 0 0 1 1 0 1 1 0 1 0 
#ççÁíE 1  0 0 1 1 1 0 0 1 1 1 1 0 0 1 1 0 1 1 0 1 1 1 1 1 1 0 

 



The experimental results obtained from preprocessing and this can be give set of values to 

Feature Extraction process to convert all this result to Vectorization or mathematical 

Representation.  

 

4. Feature Extraction 

4.1 Word2vec Model 
Usually, Word2vec is defined as a shallow NN where a corpus is provided as input and generates 

a vector set. Word2vec is applied in predicting words on the basis of context with 2 diverse neural 

methods namely, Continuous Bag of Words (CBOW) as well as Skip-Gram.WhenCBOW method 

detects the present word on the basis of context, Skip-Gram model, unlike, it manages to assume 

alternate words according to the present word. The CBOW scheme relates the word and results in 

word depiction, which depends upon BP error gradient.  

5. Feature Selection Process 
Once the features were extracted, two FS techniques namely extratree and lightGBM models are 

used to select an optimal set of features.  

5.1. ExtraTree Model 
Tree-related ensemble models are well-known methods in supervised classification and regression 

issues. The efficiency of ensemble approaches depends upon the ability to integrate the detection 

of various approaches, which intends in better function when related to a single approach. Optimal 

performance of tree-related ensemble models are accomplished if the base learners are independent 

from one another, which is accomplished under the application of diverse training models for DT, 

or randomization. Randomization is applied in trees development in maximum tree diversity, and 

guides in reducing the correlation, which makes the DT highly independent. Therefore, an 

ensemble model results in substantial enhancement in processing cost, as it requires training 

various classifiers, and computational demands are developed progressively that deals with 

massive datasets. Hence, the Extra-Trees methods, which is operated robustly when compared 

with RF. 

Extra‐Trees are composed of numerous DTs, in which complete training dataset was applied for 

growing DT. In general, DT is comprised of root node, child nodes, and leaf nodes. While 

initializing from the root node, Extra‐Trees approach applies split rule on the basis of random 

subset of features as partial random cut point. It is followed until reaching a leaf node. The Extra‐



Trees scheme is composed of 3 basic attributes the No. of DT in ensemble (M), No. of features for 

selecting randomly (K), and lower number of samples are required for splitting a node (𝑛 min ). 

 

6. Classification models: 

6.1 CNN Model : 

Convolutional Neural Network (CNN) was applied for extracting silent features from sentences 

under the application of word vectors that has been obtained from pre‐trained 𝑊𝑜𝑟𝑑2𝑉𝑒𝑐method. 

CNN layer is applicable to extract useful substructures which are applied in prediction task.CNN 

is defined as a type of deep FFNNand applies multilayer perceptron (MLP) for minimum pre-

processing. Initially, CNN is deployed for image classification as well as computer vision issues. 

In recent times, it is employed on diverse applications of NLP.For NLP operation, of CNN is 

employed on text rather than images, 1D array representation is required in a text. CNN structure 

has 1𝐷 convolutional as well as pooling task. ConvNet classifies a sentence as a collection of 

predefined class by assuming 𝑛‐grams. The architecture of CNN is shown in Fig. 8. The 

architecture of a ConvNet is equivalent to that of the connectivity pattern of the neurons in the 

Human Brain, stimulated from the organization of the visual Cortex. The CNN comprises 

convolution layer, pooling layer, and fully connected layer. 

 

 
                                     Figure 6.1 Architecture of CNN Model 

 

6.2 LSTM Model 
The classical RNN method is not applicable to capture longer distance semantic connection; even 

it is capable of transferring semantic data among words. In case of parameter training, a gradient 

is reduced slowly until it gets diminished. Finally, a length of series data is mitigated. Long Short-

Term Memory (LSTM) is a well-known model applied in resolving the gradient diminishing by 



using Input gate 𝑖, Output gate 0, Forget gate 𝑓 as well as Memorycell. Hence, LSTM system 

architecture is depictedin Fig. 6.𝑎⃗implies the distributed word 

   

                                  
                                        Figure 6.2 Architecture LSTM Model 

 

vector equipped using 𝑤𝑜𝑟𝑑2𝑣𝑒𝑐. A weighted word vector 𝑣⃗developed in this study is depicted in 

the following:𝑣⃗ = 𝑤𝑖 ⋅ 𝑎⃗                                                                    

 

7. PERFORMANCE VALIDATION 

7.1 Implementation data 

A dataset is composed of 100 documents with 10 files under every class. The diverse class labels are 

agriculture, astrology, business, cinema, literature, medical, political, science, spiritual, and sports. The 

data related to the dataset are given in Table 7.1.   

 
Table 7.1. Data Description 

 
S. No Name of Classes No. of Documents 

1 Agriculture 100 
2 Astrology 100 
3 Business 100 
4 Cinema 100 
5 Literature 100 
6 Medical 100 
7 Political 100 
8 Science 100 
9 Spiritual 100 

10 Sport 100 
 



 
7.2. Results Analysis 
 
Table. 7.1 demonstrates the confusion matrix produced by the ETFS-CNN scheme during the 
execution. The figure portrays that the ETFS-CNN framework has productively categorized the 
Tamil documents with overall of 92 documents into ‘agriculture’ class, 100 documents into 
‘Astrology’ class, 74 documents into ‘Business’ class, 97 documents into ‘Cinema’ class, 84 
documents as ‘Literature’ class, 92 documents into ‘Medical’ class, 89 documents into ‘Political’ 
class, 71 documents as ‘Science’ class, 82 documents into ‘Spiritual’ class, and finally 100 
documents into ‘Sports’ class. 
 
 
 
                                        Table 7.1 Confusion Matrix of word2vec-ET-CNN 
 

Class Agriculture Astrology business cinema Literature Medical Political Science Spritual sports 
Agriculture 92 0 0 2 2 0 4 0 0 0 
Astrology 0 100 0 0 0 0 0 0 0 0 
Business 0 0 74 6 5 4 1 5 0 5 
Cinema 2 0 1 97 0 0 0 0 0 0 
Literature 0 0 0 6 84 0 4 0 0 6 
Medical 4 0 0 3 0 92 1 0 0 0 
Political 0 0 0 0 1 0 89 0 4 6 
Science 1 9 5 4 0 3 0 71 6 4 
Spritual 4 0 0 1 0 0 4 5 82 5 
Sports 0 0 0 0 0 0 0 0 0 100 

 
 
 
Like same the confusion matrix obtained with different result for word2vec-ETFS-LSTM 
without Morphological Stemming. And also with Morphological stemming preprocessing data 
set get like this confusion matrix for word2vec-ET-CNN and Word2vec-ETFS-LSTM. 
                                          
 
 
    
The below Table 7.3 shows  result of  Accuracy, precision, recall, F-score obtained by without implement 
of morphologically stemming method in the preprocessing step only  ordinary stemming methods is used 
 Table. 7.3  examines the Tamil document classification function of the word2vec-ETFS-CNN, 
word2vec-ETFS-LSTM, methodologies. The experimental scores implied that the ETFS-LSTM 
framework has accomplished considerable classification function with better performance. 
           
  
 Table 7.3 Classification Result Analysis of Proposed Methods without using morphologically stemming 
 

Methods  Accuracy  Precision  Recall  F1-Score  
word2vec-ET-CNN  90.00  90.57  90.00  89.89  
Word2vec-ET-LSTM 91.30 91.69 91.30 91.36 

   



The below Table 7.4 shows  result of  Accuracy, precision, recall, F-score obtained by with implement of 
morphologically stemming method in the preprocessing step . Table. 7.3  examines the Tamil document 
classification function of the word2vec-ETFS-CNN, word2vec-ETFS-LSTM, methodologies. The 
experimental scores implied that the ETFS-LSTM framework has accomplished considerable 
classification function with better performance. 
 
 
 
Table 7.4 Classification Result Analysis of Proposed Methods  using morphologically stemming 
 

Methods  Accuracy  Precision  Recall  F1-Score  
word2vec-ET-CNN  91.00  92.57  91.00  90.89  
Word2vec-ET-LSTM 93.30 93.69 93.30 93.36 

 
 
 
8. CONCLUSION  
 
This paper has morphologically based stemming and word2vec feature selection with DL based 

classification models for Tamil documents. The proposed method involves four major stages namely 

preprocessing, feature extraction, FS, and classification. Once the Tamil documents are processed, 

word2vec based feature extraction process is carried out to derive an useful set of features. Besides,  

ET models are applied for FS process. Finally, CNN and LSTM models are utilized as classification 

models to identify the appropriate class label of the documents from the available ten classes namely 

Agriculture, Astrology, Business, Cinema, and Literature. Medical, Political, Science, Spiritual, and 

Sports. Also compare the Morphologically stemming which is carried out in the preprocessing an 

extensive set of simulations were carried out on the Tamil document dataset gathered by our own. The 

experimental values show cased that the Morphologically stemming word2vec-ETFS-LSTM model 

has attained effective classification outcome with the maximum give best Accuracy, Precision, Recall, 

F-score. Compared with without Morphological preprocessing set. So Morphological Stemmingis very 

important processing in the Tamil Document Classification . 
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APPENDIX-PREPROCESSING  
Original Document no space between words  
வகானடப்ொட்டத்தில்நல்லலருலாாாயினன ருலாதுலேள்ளரிசாகுொடிஆகும். இந் 
ப்ொயிரச்ிறுமற்றும்குறுவிலாசாயிகளுக்குமிகவும்ஏற்றது. இந் 
விலாசாயிகளுக்குஅதிகநிலப்ொனாப்புஇருக்காது. 
லஇரக்ள்லேள்ளரிசாகுொடிெனஅனனஏக்கரஅ்ல்லதுஒருஏக்கர ்
ாான்ேசே்ொெஇலும். கினாற்றுப்ொாானசம்இருந் 
ாால்டீசல்இன்ஜின்ேகாண்டுொாானசம்ேசே்யும்லாசதி ாான்இருக்கும். 
கினாற்றில் 
ண்ணீரஇ்ல்னலஎன்றால்ேசாட்டுநீரெ்ாாானசம்மூலம்விலாசாொப்ொணிகனளே 
ாானடலாம். இந் 
சிறுவிலாசாயிகள்கடும்வகானடலேே்யிலில்கடுனெமாகஉனனக்கத் 
ொாானாாாகஇருக்கிறாரக்ள். லஇரக்ள்சாகுொடிக்குகூலிஆட்கள்லனத் 
ாாலும்லஅரக்வளாடுகுடும்ொெநரக்வளாடுஇனனந்துலவனலேசே்லாாாரக்ள். ஆ 
லால்விலாசாொம்மிகுந் அக்கனறெவாடுேசே்ொப்ொடுகின்றது. 
விலாசாொப்ொணிகள்குறிப்பிட்டசெமதத்ிற்குள்ேசே்துமுடிக்கப்ொடுகின்றது. இ 
னாாால்சாகுொடியில்லஇரக்ளால்நல்லலாொத்தினனஎடுக்கெஇலுகின்றது. 
லேள்ளரிசாகுொடிகாலம் 90 நாட்கள்ஆகும். 
பிஞ்சினனஅப்ொடிெவவிட்டால்அதுமிகப்ெேரிொகாொாாகமாறிஅதிகவின 
கனளக்ேகாண்டுஇருக்கும். இ னனவிற்றுலாொம்எடுக்கமுடிொாாது. 
நுகரல்வாரக்ள்இக்கட்டத்திலுள்ளகாே்கனளவிரும்புலாதில்னல. இந் 
க்காே்கள்சுலனப்ொ ற்குஏற்றுலானாாாது. 
னஆால்இதில்அதிெசம்என்னாலேன்றால்லேள்ளரிகாே்த்துபிஞ்சாகஇருக்கும்
ெவாதுஅதுசுலனமிக்க ாாகஇருக்கும். பிஞ்சுலேள்ளரிமூன்று னாம்ேகாண்ட 
ாாகஇருக்கும். மிகசச்ிறிொபிஞ்சுகள்நீளம்ஆறுஅங்குலத்திற்குள்இருக்கும். 
இலனகள்மிகசச்ுலனேகாண்ட ாாகஇருக்கும். ஒருவின கூடகாயில்இருக்காது. இத் 
னெககாே்கனளவிலாசாயிகளிடமிருந்துவிொாாொாாரிகள்கிவலாரூ.8 
ேகாடுத்துலாாாங்கிபின்னாாால் ாாங்கள்காே்கனளகிவலாரூ.25 
லானனவிற்கின்னறர.் னஇண்டாம் னாக்காே்கள்இலனகள் 9 
அங்குலம்நீளம்லானனஇருக்கும். இ ன்வினலரூ.15 லானனஇருக்கும். 
ெேரிொபிஞ்சுகள்இலனகளின்நீளம் 10 – 11 அங்குலம்இருக்கும். இ 
ன்வினலகிவலாவிற்குரூொாாே் 10 லானனஇருக்கும்.  
Remove Punctuations Marks and Special Characters  
வகானடப்ொட்டத்தில்நல்லலருலாாாயினன ருலாதுலேள்ளரிசாகுொடிஆகும்இந் 
ப்ொயிரச்ிறுமற்றும்குறுவிலாசாயிகளுக்குமிகவும்ஏற்றதுஇந் 
விலாசாயிகளுக்குஅதிகநிலப்ொனாப்புஇருக்காதுலஇரக்ள்லேள்ளரிசாகுொடிென
அனனஏக்கரஅ்ல்லதுஒருஏக்கர ்ாான்ேசே்ொெஇலும்கினாற்றுப்ொாானசம்இருந் 



ாால்டீசல்இன்ஜின்ேகாண்டுொாானசம்ேசே்யும்லாசதி ாான்இருக்கும்கினாற்றில் 
ண்ணீரஇ்ல்னலஎன்றால்ேசாட்டுநீரெ்ாாானசம்மூலம்விலாசாொப்ொணிகனளே 
ாானடலாம்இந் 
சிறுவிலாசாயிகள்கடும்வகானடலேே்யிலில்கடுனெமாகஉனனக்கத் 
ொாானாாாகஇருக்கிறாரக்ள்லஇரக்ள்சாகுொடிக்குகூலிஆடக்ள்லனத் 
ாாலும்லஅரக்வளாடுகுடும்ொெநரக்வளாடுஇனனந்துலவனலேசே்லாாாரக்ள்ஆ 
லால்விலாசாொம்மிகுந் 
அக்கனறெவாடுேசே்ொப்ொடுகின்றதுவிலாசாொப்ொணிகள்குறிப்பிட்டசெமத்
திற்குள்ேசே்துமுடிக்கப்ொடுகின்றதுஇ 
னாாால்சாகுொடியில்லஇரக்ளால்நல்லலாொத்தினனஎடுக்கெஇலுகின்றதுலேள்
ளரிசாகுொடிகாலம் 90 
நாட்கள்ஆகும்பிஞ்சினனஅப்ொடிெவவிட்டால்அதுமிகப்ெேரிொகாொாாகமாறி
அதிகவின கனளக்ேகாண்டுஇருக்கும்இ 
னனவிற்றுலாொம்எடுக்கமுடிொாாதுநுகரல்வாரக்ள்இக்கட்டதத்ிலுள்ளகாே்கன
ளவிரும்புலாதில்னலஇந் க்காே்கள்சுலனப்ொ 
ற்குஏற்றுலானாாாதுனஆால்இதில்அதிெசம்என்னாலேன்றால்லேள்ளரிகாே்த்துபி
ஞ்சாகஇருக்கும்ெவாதுஅதுசுலனமிக்க ாாகஇருக்கும்பிஞ்சுலேள்ளரிமூன்று 
னாம்ேகாண்ட 
ாாகஇருக்கும்மிகசச்ிறிொபிஞ்சுகள்நீளம்ஆறுஅங்குலத்திற்குள்இருக்கும்இலனக
ள்மிகசச்ுலனேகாண்ட ாாகஇருக்கும்ஒருவி 

ன கூடகாயில்இருக்காதுஇத் 
னெககாே்கனளவிலாசாயிகளிடமிருந்துவிொாாொாாரிகள்கிவலாரூ8 
ேகாடுத்துலாாாங்கிபின்னாாால் ாாங்கள்காே்கனளகிவலாரூ25 
லானனவிற்கின்னறரன்இண்டாம் னாக்காே்கள்இலனகள் 9 
அங்குலம்நீளம்லானனஇருக்கும்இ ன்வினலரூ15 
லானனஇருக்கும்ெேரிொபிஞ்சுகள்இலனகளின்நீளம் 10 11 அங்குலம்இருக்கும்இ 
ன்வினலகிவலாவிற்குரூொாாே் 10 லானனஇருக்கும்  
Remove Numbers  
வகானடப்ொட்டத்தில்நல்லலருலாாாயினன ருலாதுலேள்ளரிசாகுொடிஆகும்இந் 
ப்ொயிரச்ிறுமற்றும்குறுவிலாசாயிகளுக்குமிகவும்ஏற்றதுஇந் 
விலாசாயிகளுக்குஅதிகநிலப்ொனாப்புஇருக்காதுலஇரக்ள்லேள்ளரிசாகுொடிென
அனனஏக்கரஅ்ல்லதுஒருஏக்கர ்ாான்ேசே்ொெஇலும்கினாற்றுப்ொாானசம்இருந் 
ாால்டீசல்இன்ஜின்ேகாண்டுொாானசம்ேசே்யும்லாசதி ாான்இருக்கும்கினாற்றில் 
ண்ணீரஇ்ல்னலஎன்றால்ேசாட்டுநீரெ்ாாானசம்மூலம்விலாசாொப்ொணிகனளே 
ாானடலாம்இந் 
சிறுவிலாசாயிகள்கடும்வகானடலேே்யிலில்கடுனெமாகஉனனக்கத் 
ொாானாாாகஇருக்கிறாரக்ள்லஇரக்ள்சாகுொடிக்குகூலிஆடக்ள்லனத் 
ாாலும்லஅரக்வளாடுகுடும்ொெநரக்வளாடுஇனனந்துலவனலேசே்லாாாரக்ள்ஆ 
லால்விலாசாொம்மிகுந் 
அக்கனறெவாடுேசே்ொப்ொடுகின்றதுவிலாசாொப்ொணிகள்குறிப்பிட்டசெமத்
திற்குள்ேசே்துமுடிக்கப்ொடுகின்றதுஇ 



னாாால்சாகுொடியில்லஇரக்ளால்நல்லலாொத்தினனஎடுக்கெஇலுகின்றதுலேள்
ளரிசாகுொடிகாலம்நாட்கள்ஆகும்பிஞ்சினனஅப்ொடிெவவிட்டால்அதுமிகப்ெே
ரிொகாொாாகமாறிஅதிகவின கனளக்ேகாண்டுஇருக்கும்இ 
னனவிற்றுலாொம்எடுக்கமுடிொாாதுநுகரல்வாரக்ள்இக்கட்டதத்ிலுள்ளகாே்கன
ளவிரும்புலாதில்னலஇந் க்காே்கள்சுலனப்ொ 
ற்குஏற்றுலானாாாதுனஆால்இதில்அதிெசம்என்னாலேன்றால்லேள்ளரிகாே்த்துபி
ஞ்சாகஇருக்கும்ெவாதுஅதுசுலனமிக்க ாாகஇருக்கும்பிஞ்சுலேள்ளரிமூன்று 
னாம்ேகாண்ட 
ாாகஇருக்கும்மிகசச்ிறிொபிஞ்சுகள்நீளம்ஆறுஅங்குலத்திற்குள்இருக்கும்இலனக
ள்மிகசச்ுலனேகாண்ட ாாகஇருக்கும்ஒருவின கூடகாயில்இருக்காதுஇத ்
னெககாே்கனளவிலாசாயிகளிடமிருந்துவிொாாொாாரிகள்கிவலாரூேகாடுத்து
லாாாங்கிபின்னாாால் 
ாாங்கள்காே்கனளகிவலாரூலானனவிற்கின்னறரன்இண்டாம் 
னாக்காே்கள்இலனகள்அங்குலம்நீளம்லானனஇருக்கும்இ 
ன்வினலரூலானனஇருக்கும்ெேரிொபிஞ்சுகள்இலனகளின்நீளம்அங்குலம்இருக்
கும்இ ன்வினலகிவலாவிற்குரூொாாே்லானனஇருக்கும் 

Remove English Characters  
வகானடப்ொட்டத்தில்நல்லலருலாாாயினன ருலாதுலேள்ளரிசாகுொடிஆகும்இந் 
ப்ொயிரச்ிறுமற்றும்குறுவிலாசாயிகளுக்குமிகவும்ஏற்றதுஇந் 
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வகானடப்ொட்டத்தில்நல்லலருலாாாயினன ருலாதுலேள்ளரிசாகுொடிஆகும்இந் 
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ாாலும்லஅரக்வளாடுகுடும்ொெநரக்வளாடுஇனனந்துலவனலேசே்லாாாரக்ள்ஆ 
லால்விலாசாொம்மிகுந் 
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Abstract: Assessment of grammatical/content knowledge is very much essential in the 
context of the learning system. An assessment system evaluates the knowledge level of 
learners, which improves the progress of quality learning of the learner. The manual question 
generation takes much time and labor. Therefore, automatic question generation is the 
primary task of an automated assessment system. Multiple choice questions (MCQs) are the 
primary methods to assess the student’s knowledge and skills. An MCQ consists of three 
elements: (i) stem, the question sentence; (ii) key, the correct answer ; (iii) distractors, 
alternative answers used to distract students from the correct answer. In MCQ generation 
finding reasonable distractors is crucial and usually the most time-consuming. 

We hereby investigate automatic distractor generation (DG) in the context of language 
learning, specifically, grammar-based factoid MCQs, i.e., generating distractors given the 
stem and the key to the question. In literature, two types of questions are generated under 
MCQ. The First one is grammar-based MCQs, and the Next is content-based MCQs. 
Morphology is one of the grammatical categories in language learning processes. The 
morphology plays a major role in vocabulary enhancement, learning to read the content and 
meaning of the word in language learning. Our work mainly focuses on the assessment of 
content knowledge through the morphological form of the keyword in cloze style MCQs. 
Here, morphological forms are considered as meaning or fact of the particular keyword 
within the question sentence. The remaining morphological variant forms are considered as 
distractors. 

We focus on affix-based distractor generation in Tamil factoid cloze style questions. The 
Tamil language is morphologically rich and agglutinative. In factual MCQs, plausibility is 
one of the quality parameters compared to reliability in distractor generation. This study 
mainly focused on affix-based distractor generation through different pre-trained context-
aware models in Tamil MCQs generation system, i.e., 1) mBERT 2) IndicBERT. Difficult 
plausible affix-based distractors are generated through contextual information of the keyword 
within the sentence. The context-aware models predict different morphological forms of 
keyword, which validate the gap-fill-sentence. Experimental results show that the IndicBERT 
model outperforms the mBERT model due to the low dataset of mBERT. Compared to the 
similarity-based approach, context-aware language models optimize plausibility in affix-
based distractor generation. 

Keywords: Morphology, MCQs, Context-Aware Models, Affix-based Distractor, 
Agglutinative Language, Language Learning. 
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I. Introduction 

Language is the primary tool for human beings to communicate among others (Ellis, 1999). 

Children acquire the language from initial level without any explicit effort and non usage of 

language learning materials. Language Acquisition is the manner of learning a language by 

immersion. Language Acquisition (First Language) gives the practical knowledge for 

students in language (Meisel, 2011). Language Learning (Second Language) gives 

theoretical knowledge of a language (Pino et al, 2009).   

From traditional to recent days, assessment tasks are conducted for students after learning a 

content corresponding to any subject including language. Assessment tasks are conducted in 

multiple forms with various perspectives. Questions are basic tools for assessment and also 

questions influence the student learning in an academic environment. In educational context, 

questions are used as accepted form to assess the student knowledge through exams. The 

questions may be from most elementary stage of learning to research level.  In real time, 

question construction is a challenging task that requires training, experience and resources 

which happens to be a time consuming process even for professional experts as well as 

teachers. Natural Language Processing techniques have been thought of as significant 

components in the automatic question generation process. Questions may be classified into 

multiple categories such as Factual Questions, Non Factual Questions, Boolean Questions 

(True or False) etc.  In the context of language learning process assessment, non-factual 

questions play vital role. Also implicitly factual questions are used to evaluate the 

components of language learning process. 

One of the grammatical categories of language learning process is morphology. Different 

morphological usage of the keyword within the Gap-Fill sentence is assessed through cloze 

style question generation. One of the Agglutinative and morphologically rich language Tamil 

is used for our discussions. In this work, automatic affix based distractor generation is 

focused for the assessment of grammatical knowledge (i.e morphology) through factoid 

questions. In figure 1, factoid question is depicted with its affix-based distractor which is 

taken from TamilNadu state government Eighth grade Tamil textbook. 
 

 

 

 

Figure.1Factoid question in Tamil 

 

Question with root of the keyword:   கரிகாலன் கல்லணைணை  கட்டினான். 

Affix-based Distractors: 1. கல்லணைக்காக   2.கல்லணைக்கு   

   3. கல்லணையில்     4. கல்லணைணை 

 

 



Considering such types of the cloze style questions, this work focus on applying context-

aware models for plausible affix-based Distractor Generation. 

II. Related Work 

In cloze style question generation, based on the answer/keyword of the question the affix-

based distractors are generated with two objectives. First one is, Distractors Plausibility i.e 

should be similar to the keyword. Second one is, Distractors Reliability i.e should not be an 

acceptable answer. Distractor generation process can be categorized into three steps: 

Distractor Candidate Collection, Distractor Filtering and Distractor Ranking (Susanti et al, 

2018). This work, mainly aims at plausible affix-based distractor generation for factoid 

cloze style questions.   

In literature, plausible distractors are generated through distractor candidate collection and 

distractor ranking methods (Yeung et al, 2019). The distractor candidates are collected 

through different similarity measures. Similarity can be assessed by semantic distance in 

WordNet, Thesauri, Ontologies, hand-crafted rules, and word embeddings (Smith et al, 

2010), (Pino et al, 2008) & (Jiang et al, 2017). Semantic similarity measure based on the 

word2vec model outperforms the remaining similarity methods. In existing systems, 

morpheme based distractors are generated through morphological generation tool (Aldabe 

et al, 2006), (Pino et al, 2009) . Morphological generation tools that are available in Tamil 

Language mainly depend on linguistic resources. Similarity based measures (spell+semantic) 

are used to generate morphological forms in unsupervised manner (Soricut et al, 2015). 

The keyword co-occurrence information is used for distractor generation. Bigram, n-gram, 

dependency relations, grammatical information are considered as contextual information 

which are retrieved from different feature based models (Chao et al, 2005), (Chen et al, 

2006), (Sakaguchi et al, 2013). Few systems exist for learning the context of the word within 

certain window limit in unsupervised manner. ELMo model joins the bidirectional 

information Left-to-Right and Right-to-Left LSTM based model to obtain contextual 

information (Peters et al, 2018). BERT is based on a multilayer bi-directional transformer and 

is trained on plain text for masked word prediction and next sentence prediction tasks (Devlin 

et al, 2018). Most of these works exist for other languages and not available for Tamil 

language. 

III.  Context-aware Models for Affix Based Distracor Generation 

In general, distractors are generated in two-step pipelined process: Initially, distractors are 

generated as candidate set which are similar to the keyword mainly aiming at plausibility. 



Next,acceptable answers from the candidate set are filtered to improve the reliability. This 

study investigates on distractor plausibility, which uses context aware language model 

(Kakwani et al, 2020), (Pires et al, 2019). The work flow of the proposed system is shown in 

Figure 2. 

Distractor Candidate Set Collection  

Affix-based distractor candidates are collected through spelling and semantic similarity 

approaches within the word embedding space (Mikolov et al, 2013). Initially, rules are 

extracted between the words with common prefix from vocabulary |V| which contains a list 

of words. The rules are evaluated using rank and cosine functions through addition and 

subtraction of vector values within word embedding space.  Orthographic/spelling similarity 

is extracted using candidate rules and semantic similarity is found within the embedding 

space using same root word with different morphological forms.Based on keyword/answer, 

distractor candidates are collected from morphology induction graph (Susanti et al, 2018). 

 

 

 

 

 

 

 

 

 

Figure 2. Affix Based Distractor Generation Workflow 

 Pre-trained Context-Aware Models 

The following pre-trained context-aware models are used for affix-based distractor 

generation. 

Multi Lingual BERT Model: mBERT (Pires et al, 2019) is a state-of-the-art neural language 

model based on the Transformer architecture (Vaswani et al, 2017) which is trained as single 

model including multiple language datasets.  The model is bi-directional, i.e., trained to 

predict the identity of a masked word based on both the words that precede and follow it. It 

has been shown to be effective in a variety of natural language processing tasks. Bi-
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Questions with answer 
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Sentence Validation isfine-
tuned using pre-trained 
context-aware models 

SentenceValidation  Model Test Dataset 

Plausible Affix-based 
Distractor Generation 
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directional model identifies the contextual information which is used for generating the affix 

based distractors.  

IndicBERT Model: The IndicBERT (Kakwani et al, 2020) model is based on ALBERT 

model, which has fewer parameters to increase the high throughput of the model compared to 

mBERT Model. Similar to mBERT a single model is trained for all Indian languages for the 

utilization of relatedness amongst Indian Languages. The IndicBERT model is trained based 

on the Masked Language Model Objective. 

Sentence Validation  
 
Affix-basedDistractor generation process has been proceeded through context aware 

language model (Pires et al, 2019) .The appropriateness of an affix based distractors may 

depend not only on the target word, but also on the context of the keyword in the carrier 

sentence. Especially, noun affixes (object of the sentence) depend on verb category in Tamil 

language sentence (Figure 3) (Rajendran, 2015) (Padamala, 2013). 

 

 

  

 

 

 

Figure 3.  Affix possibilities of root word based on contextual information. 

Different morphological forms of the keyword may suit with question sentence in a 

meaningful manner. But only one morphological form represents the correct answer in 

factoid questions. The remaining morphological forms are generated as plausible distractors 

in real time questions.Distractor generation is formulated as sentence validation through 

classification model i.e., Fine-tuning the classification model parameters from pre-trained 

context aware language model.Using manually annotated sentence validation Gap-fill dataset, 

text classification model is fine-tuned from pretrained context aware models mBERT and 

IndicBERT. Affixes in valid sentences are identified as affix-based distractor for factoid 

cloze questions.  

IV. Experiments 
 

Datasets 
 
Manually,Cloze-style questions are collected from primary to secondary level Tamil Text 

books. Gap-fill questions with possible affixes of the keyword are considered as valid 

இன்சுலின் கணைைத்திலிருந்து பிரித்ததடுக்கப்படுகிறது 

இன்சுலின் கணைைத்திற்காக பிரித்ததடுக்கப்படுகிறது 

இன்சுலின் கணைைத்துடன் பிரித்ததடுக்கப்படுகிறது  

 



sentence class labels. The remaining affixes of the keyword are considered as not valid 

sentence class labels.  Datasets used for classification model is specified in Table 1. 

Table1. Datasets used for Classification Model 

Factoid MCQs Train Valid Test Distractor 
(Avg) 

Nature  192 49 12  
 
  2-3 

Science  281 56 14 
History  243 78 20 
Society  242 54 9 
Total 958 237 55 

 

Experimental settings 
 
We used unsupervised morphological induction method as baseline system for generating the 

plausible affix-based distractor for factoid cloze-style questions. 

Multi-lingual uncased BERT base model[x]from google open source is utilised with specified 

parameter settings layers (L=12), hidden layers (H=128) and attention heads (A=12) totally 

around 110 M parameters or weights.Using annotated data, classification model is fine tuned 

with the weights of pre-trained mBERT model. Classification model is fine-tuned with BERT 

model with following parameters (i.e) batch size of 32, fine tuned for 3 epochs with learning 

rate as 2e-5 using sentence classification dataset.  

IndicBERTmodel[y]is utilized from IndicNLPsuite with specified parameter settings (i.e) 

max_sequence_length is 128, learning rate is 2e-5,batch size is 32 and fine-tuned for 3 

epochs. Compared to mBERT model the utilization of Indian language dataset is high.  

Results 

• Distractor Generation: Distractor generation is evaluated with test data which is 

shown in Table 2 using different Generation methods. 

• Expert based Evaluation: In terms of reliability and plausibility the baseline system 

and our two step pipeline process are evaluated. We follow evaluation method which 

is very similar to Chinese fill-in-the-blank distractor method. 

 
                       Table 2: Validation accuracy of different models 
 

Sentence Validation Accuracy 

mBERT 75.5% 

IndicBERT 77.3% 



 

For experiments,55 Tamil fill-in-the-blank questions are considered as test dataset from the 

annotated datasets (Tamil textbooks).  For these 55 Tamil fill-in-the-blank questions, the 

choices are generated by word2vec model and plausible distractors are refined through  

context aware models.  Human experts proficient in Tamil grammar were used in evaluation 

process. Experts assessed plausibility of distractor generation on a three point scale, 

“plausible”(3), “somewhat plausible”(2), or “obviously  wrong”(1). Experts assessed the 

plausibility of a distractor which is generated by baseline and the proposed method. In Table 

3 plausibility scores are calculated within the three point scale. 

Table 3. Plausibility of the various distractor generation methods 

Method Plausibility 
Three Point Scale Avg score 

Candidate Collection  
Method 

Somewhat Plausible 1.26 

mBERT Model Strongly Plausible 2.80 
IndicBERT Model Strongly  Plausible 2.73 

 
5. Conclusion 

In this work, plausible affix-based distractors are generated through sentence classification 

models.The pretrained context-aware language model parameters are fine-tuned for sentence 

classification task. The contextual information provides more than one morphological form of 

the keyword within the cloze style questions. Evaluations showed that IndicBERT model 

outperforms the mBERT model in sentence validation tasks due to huge amount dataset used 

in IndicBERT compared to mBERT.  

Notes: 

[x]. https://github.com/AI4Bharat/indic-bert 

[y]. https://github.com/google-research/bert/blob/master/multilingual.md 
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Abstract 

Noun Phrase Coreference is a part of Coreference resolution.  This is the task of identifying a 

noun phrase referring to another noun phrase. A noun phrase can be referred by an acronym, alias or a 

shorten noun phrases or by the relation words. This paper presents an analysis on the types of 

corefering noun phrase (NP) pairs and tried to analyse the features suitable for identifying various 

corefering NP pairs using Tree CRFs. NP Corefereing is used in many NLP applications such as machine 

translation, information extraction, etc. We have tested the algorithm with English and Tamil data. The 

results obtained in both the languages are encouraging.  

Introduction 

Coreference resolution is the task of identifying which noun phrase or mentions refer to the 

same real-world entity in a text or dialogue. This resolution of entities is required in all major NLP 

applications such as Question Answering system, information extraction, information retrieval and 

summarization etc. Coreference resolution mainly has the following subtasks; pronominal resolution, 

noun phrase coreference resolution and clustering to form the chains for each entity. Here we are going 

to look deep in noun phrase coreference resolution. 

Noun phrase coreference resolution is the task of identifying noun phrase to its antecedent 

noun phrase. A noun phrase can be referred by an acronym, alias or a shorten noun phrases or by the 

relation words. Noun phrase resolution and the coreference resolution task got geared up in the last 

decade. Most of the works in the last decade are machine learning based approaches. In this work, we 

have used tree Conditional Random Fields (CRFs) for the noun phrase coreference resolution task and 

heuristic rules are used to cluster and form entity chains. 

Literature Survey 

The research in the task of referential entities has started from late 70’s with Hobb’s non- naïve 

approach for anaphora resolution, using semantic information (Hobb, 1978). The initial researches were 
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mostly on pronominal resolution. There were two kinds of approach namely knowledge rich and 

knowledge poor. Initial machine learning approaches, were performed by Dagan and Itai (1990) where 

they did an unsupervised learning approach for anaphora resolution. Aone and Bennt (1995) and 

McCarthy et al (1995) used decision tree, a supervised machine learning algorithm for anaphora 

resolution.  

Researchers have focused on improving the coreference chains by improving the noun phrase 

coreference resolution. Soon et al (2001) has presented a work on noun phrase coreference resolution 

using decision tree approach, in which he had used 12 features that were learned from the corpus. 

Cardia and Wagstaff (1999) considered noun phrase coreference resolution as a clustering task. They 

came up with an unsupervised algorithm, flexible for co-ordinating the application of context-

independent and context dependent constraints and preferences for accurately partitioning the noun 

phrase into coreference clusters. Vincent Ng and Cardia (2002) has investigated on the anaphoricity of 

noun phrase, and approaches to find the anaphoric and non-anaphoric noun phrases. Yannick Versley 

has used maximum entropy model to find weights for the hard and soft constraints in finding noun 

phrase coreference resolution in German newspapers. Stoyanov et al (2010) has presented the various 

levels of challenges in noun phrase coreference. He has discussed issues from named entity task to 

coreference revolver. Vincent Ng (2010) has presented a survey report on noun phrase coreference 

resolution. He has broadly classified the works as mention-pair model, entity-mention model and 

ranking model. He has presented the merit and disadvantages in finer level. He has also discussed about 

the knowledge sources used and the evolution metrics used. 

There are number of works using supervised machine learning approach for coreference 

resolution, where both pronominal and noun phrase coreference is addressed. The various works are 

presented in the table 1. 
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Machine Learning Approach  Coreference System 

Decision Tree  Soon et al (2001), Strube 

TiMBL and Ripper  Daelmas and Van den Bosch, Hoste, Hendrix (Dutch) (2008), Ng and 
Cardie (2002), Martha Recesans (Spanish) (2009) 

Conditional Random Fields  McCallum et al (2006), Li et al (2008), Lalitha Devi et al (2011a), Vijay 
Sundar Ram (2012) 

TABLE 1: List of Coreference system and machine learning techniques used 

Noun Phrase Coreference Resolution 

Noun phrase resolution or Non-pronominal resolution is the task of identifying all the 

NPs/mentions that refers to the same entity in a text or dialogue. This includes named entities, definite 

descriptions that refer each other. In the present work we discuss on improving noun phrase 

coreference resolution. Here we have used a machine learning approach; tree Conditional Random 

Fields, for identifying the noun phrase coreference pairs. 

Description on the Coreference Tagged Data 

For English, We have used the conference tagged corpus distributed in the CoNLL Shared task 

2011 (Pradhan, 2011). In this work, we have considered Broadcast News (BN) and News Wire (NW) 

genres. And for Tamil we have used an inhouse developed data. The data was developed using 1000 

News genre webpages.  The following table 2 presents the percentage of Anaphoric Noun Phrases (NPs) 

in both the genres in training data. 

S.No  Language Genre Percentage of AnaphoricNPs (%) 
1 English NW 25.92 
2 English BN 31.69 
3 Tamil News 29.45 

TABLE 2: Percentage of Anaphoric Noun Phrases 

In the prior works, it has been shown that the NP coreference resolution is mostly dependent on 

the string match feature, acronyms (Soon et al. 2001).  

To analyse the complexity in the NP coreference resolution, we tried to analyse the NP pairs 

used in building the coreference chains. On analyzing the pairs, we were able to come up with six 
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different types of NP pairs, namely, complete string match, partial string match, definite NPs, Person 

NPs, Acronyms and relation words.  

The noun phrase reappears exactly in complete string match; the noun phrase reappears as a 

part of the actual NP in the partial string match. Definite NPs and Person NPs are similar to partial string 

match. In definite NPs, the NPs are coreffered with a definite description. Example: Aeroflot Airlines -> 

the airlines.  Acronyms are of the type, where the NP is coreffered by its acronym.  The last type of NP 

pairs is the type, where both the NPs will have no string match. These NPs will have relation relations, 

whole and part relation, relations obtained from definite description, and other relation relations. 

Example: Mumbai -> the city 

 

FIGURE 1: NW Genre, English: Classification of NP pairs based on the types of String match 

 

FIGURE 2: BN Genre: Classification of NP pairs based on the types of String match 
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FIGURE 3: News Genre, Tamil: Classification of NP pairs based on the types of String match 

In Tamil, we do not have definite NPs as we have in English. But we have usage of 

demonstratives such as ‘itha’, ‘antha’ followed by Noun phrases. We have considered these as 

demonstrative NPs.  

The Fig1, Fig2 and Fig3 shows the distribution of types of NP pairs in building the NP coreference 

data. Fig 1 and Fig 2 shows the distribution in two different genres in English and Fig3 shows distribution 

of NPs in Tamil. As focused by the earlier works, the string match plays a vital role as almost 50% NP 

pairs in NW genre and little less than 50% NP pairs in BN genre and in Tamil text has complete string 

match. The rest 50% of the NP pairs makes this a challenging task. In the next section, we have 

described how treeCRFs is used for this task. 

Tree CRFs 

Tree CRFs are suitable for applications where multiple output labels are needed to be tagged. 

Sutton et al presented a multiple labelling task of tagging the POS tags and Chunk task using Tree CRFs, 

where he has explained about the joint prediction of the two labels (Sutton, 2006). Following this work, 

Tree CRFs was used for Semantic Role Labelling task by (Shilpa Arora (2008), Cohn Philip, Moreau 

(2009)). Sobha et. al. (2011b) have used Tree CRFs for pronominal resolution task. 

A CRFs is called a general CRFs or a tree CRFs, when a general graph is used instead of the linear 

chain. Here joint prediction is done over multiple output labels. The parameter learning is done using 
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tree based reparameterization algorithm (TRP), which includes Belief Propagation (BP). This performs 

exact computation over spanning trees and it updates the suffix to transmit information globally 

throughout the graph. This helps to have better convergence properties than pure local BP updates 

(Wainwright 2001). 

Tree CRFs forms a clique between the two nodes and tries to predict the labels for these two 

noun phrases, based on the features used for learning (Bradley 2010). Here we try to make a joint 

prediction over the corefering NPs. 

When a cliques C= {yc, xc} are given, CRFs define the conditional probability of a state assignment 

given the observation set.  

Here Φ (xc, yc) is a potential function.  And Z(x) is the partition function.  We have used GRMM: A 

Graphical Models Toolkit (Sutton 2006). 

Features Used in Tree CRFs 

It is well known that the feature selection is the most important task in machine learning 

technique. As described in section 2.1, we need to come up with features to learn three types of 

corefering NP pairs. Here we have come up with general features and specific features.  

The various features used in Tree CRFs training are presented in the following table 3. 

1 General Features  

1.1 Positional Feature  

1.1.1 sentence initial 
position 

1 if the NPi occurs in the starting of the sentence else 0, 1 if the NPj occurs in the 
starting of the sentence else 0 

1.1.2 After PP 1 if the NPi occurs after a preposition else 0, 1 if the NPj occurs after a preposition else 
0 

1.1.3 End of the sentence 1 if the NPi occurs in the ending of the sentence else 0, 1 if the NPj occurs in the 
ending of the sentence else 0 

1.2 NP Type  

1.2.1 definite NP 1 if the NPi starts with ‘the’ else 0, 1 if the NPj starts with ‘the’ else 0 
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1.2.2 demonstrative NP 1 if the NPi starts with demonstratives such as ‘that’, ‘this’, ‘these’ else 0, 1 if the NPj 
starts with demonstratives ‘the’ else 0 

1.2.3 Proper Name 1 if NPi is a proper noun, else 0, 1 if NPj is a proper noun, else 0 

2 Specific Features  

2.1 Complete Match  

2.1.1 Full String Match 1 if NPi and NPj  has full string match, else 0 

2.1.2 Alias 1 if NPi is an Alias of NPj  or vice-versa, else 0 

2.1.3 Appositive 1 if NPi , NPj  has appositive relation, else 0 

2.2 Partial Match  

2.2.1 Percentage of Match percentage of string match between NPi and NPj 

2.2.2 Distance number of lines between NPi and NPj 

2.2.3 Capital Letter 1 if NPi is in capital letter, else 0, 1 if NPj is in capital letter, else 0 

2.3 Relation Words  

2.3.1 head Noun head Noun in NPi and NPj 

2.3.2 distance number of lines between NPi and NPj 
TABLE 3: Feature Set used in Tree CRFs learning 

For Tamil data, we used the same set of feature except feature number 2.2.3, as there is capital 

letter in Tamil. For preprocessing Tamil text, we have used a morphological analyser built using rule 

based and paradigm approach (Sobha et al. 2013). PoS tagger was built using a hybrid approach where 

the output from Conditional Random Fields technique was smoothened with rules. (Sobha et al. 2016b). 

Clause boundary identifier was built using Conditional Random Fields technique with grammatical rules 

as features (Ram et al. 2012). Named Entity built using CRFs with postprocessing rules is used (Malarkodi 

and Sobha, 2012). Table 4 show the precision and recall of these processing modules.  

S.No Preprocessing Modules Precision (%) Recall (%) 
1 Morphological Analyser   95.61 
2  Part of Speech tagger  94.92 94.92 
3  Chunker  91.89 91.89 
4  Named Entity Recogniser 83.86 75.38 
5  Clause Boundary Identifier 79.89 86.34 

TABLE 4: Shallow Parser modules and their performance scores. 

Experiment, Results and Evaluation 



9 

We have evaluated NP coreference resolution engine for English and Tamil text. For English, we 

used the development data provided in NW and BN Genre of CoNLL shared task 2011.  BN Genre data 

had 782 corefering NP pairs and NW Genre data had 1898 corefering pairs.  For Tamil we used the   

1000, online Tamil News articles. The overall performance of corefering NP pair identification is 

presented in the table 5. 

S.No Language Genre Precision %  Recall % 
1 English BN 79.03 69.43 
2 English NW 68.88 73.71 
3  Tamil News 81.14 66.67 
TABLE 5: Performance of corefering NP pair identification 

To analyse the performance of the identification, we started to explore the recall in each type of 

corefering NP pairs. The detailed recall in each type of corefering NP pairs is given in table 6 and table 7 

for BN and NW genre data in English respectively and table 8 for News genre text in Tamil. 

Type of Corefering NP pair Number of pairs present Number of pairs identified Recall % 
Complete Match 298 298 100 

Partial Match 104 102 98 

Definite NPs 114 89 76.72 

Person NPs 9  9 100 

Acronym 2 2 100 

Relation Words 253 43 16.5 
TABLE 6: Detailed analysis of corefering NP  in BN Genre, English 

Type of  Corefering NP pair Number of pairs present Number of pairs identified Recall  % 
Complete Match 908 908 100 

Partial Match 168 149 88.69 

Definite NPs 269 249 92.56 

Person NPs 20  20 100 

Acronym 8 7 87.5 

Relation Words 525 66 12.5 
TABLE 7: Detailed analysis of corefering NP in NW Genre, English  

Type of Corefering NP pair Number of pairs present Number of pairs identified Recall  % 
Complete Match 876 876 100 
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Partial Match 172 153 88.95 

Demonstrative NPs 279 251 89.96 

Person NPs 18 18 100 

Acronym 11 9 81.82 

Relation Words 223 79 35.42 
TABLE 8:  Detailed analysis of corefering NP  in  News Genre, Tamil  

On analyzing the table 6, 7 and 8, it is very evident that the machine learning system fails to 

capture the relation between two NPs, where there is no string match. The Complete Match NPs are 

identified properly.  On analyzing the precision of the system, the system has identified the Complete 

Match NP pairs with high accuracy, where false positive is high in Partial Match and Definite NPs.  

Though two NPs, which have partial match between them, can possibly be a corefering noun phrase, it is 

not true in all case. There are a large number of non corefering NP, which have partial match between 

them. And partial matching NPs may refer two different entities, example “Municipal committee” and 

‘Advisory Committee”. These bring more number of false positives. Noun-Noun anaphora resolution 

engine fails to handle NPs as given in example 1, as in Tamil we do not have definiteness marker, these 

NPs occur as common noun. Consider the following discourse.  

Ex.1.a 

maaNavarkaL  pooRattam             katarkaraiyil 
Student(N)+Pl demonstration(N) beach(N)+Loc 
nataththinar. 
do(V)+past+3pc 
(The students did demonstartions in the beach.) 
Ex.1 .b 
kavalarkaL    maaNavarkaLai kalainthu_cella 
Police(N)+Pl  students(N)       disperse(V)+INF 
ceythanar. 
do(V)+past+3pc 
(The police made the students to disperse.) 

Consider the discourse Ex.1. Here in both the sentences ‘maaNavarkaL’ (students) has occurred 

referring to the same entity. But these plural NPs occur as a common noun and the definiteness is not 
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signalled with any markers. So we have not handled these kinds of definite NPs which occur as common 

nouns. 

Popular names and nicknames pose a challenge in noun phrase coreference resolution. Consider 

the following examples; ‘Gandhi’ was popularly called as ‘Mahatma’, ‘Baapuji’ etc.  Similarly, ‘Subhas 

Chandra bose’ was popularly called as ‘Netaji’, ‘Vallabhbhai Patel’ was known as ‘Iron man of India’. 

These types of popular names and nick names occur in the text without any prior mention. These 

popular names, nick names can be inferred by world knowledge or deeper analysis of the context of the 

current and preceding sentence. Similarly shortening of names such as place names namely ‘thanjaavur’ 

(Thanajavur) is called as ‘thanjai’ (Tanjai), ‘nagarkovil’ (Nagarkovil) is called as ‘nellai’ (Nellai), ‘thamil 

naadu’ (Tamil Nadu) is called as ‘Thamilagam’ (Tamilagam) etc introduce challenge in noun phrase 

coreference identification. These shortened names are introduced in the text without prior mention. 

The other challenge is usage of anglicized words without prior mention in the text. Few examples for 

anglicized words are as follows, ‘thiruccirappalli’ (Thirucharapalli) is 

anglicized as ‘Tirchy’, ‘thiruvananthapuram’ (Thiuvananthapuram) is anglicized as ‘trivandrum’, 

‘uthakamandalam’ is anglicized as ‘ooty’. Spell variation is one of the challenges in noun-noun anaphora 

resolution. In News articles, the spell variations are very high, even within the same article. Person name 

such as ‘raaja’ (Raja) is also written as ‘raaca’. Similarly, the place name ‘caththiram’ (lodge) is also 

written as ‘cathram’. In written Tamil, there is a practice of writing words without using letters with 

Sanskrit phonemes. This creates a major reason for bigger number of spell variation in Tamil. Consider 

the words such as ‘jagan’ (Jagan), ‘shanmugam’ (Shanmugam), and ‘krishna’ (Krishna), these words will 

also be written as ‘cagan’, ‘canmugam’ and ‘kiruccanan’. These spell variations need to be normalised 

with spell normalisation module before pre-processing the text. 

Even without utilizing any knowledge resources, we are able to fairly identify the corefering NP 

pairs. By using resources such as WordNet, thesaurus, we can handle the NP pairs, which does not have 
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string match. A dictionary of popular names, related words and spell verient words will be very useful. 

More syntactic features should be used in identifying correct Partial match pairs and disambiguation the 

non-corefering pairs. 

Conclusion 

The paper describes the identification of corefering NP pairs using tree CRFs, which is part of 

Coreference resolution task. Here we have analysed the possible types of corefering NP pairs and their 

distribution in the corpus. We have used the coreference tagged CoNLL share task 2011 data for train 

and testing for English and inhouse developed News genre Tamil data. On the whole the machine 

learning algorithm performs well. The machine learning algorithm works badly for NP pairs, where there 

is no string match. These can be improved by adding features from other knowledge resources. The false 

positive that occurs with partial match NPs requires more features to disambiguate the corefering and 

non-corefering pairs. 
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0. Introduction 

 
 Speech recognition devices have been very popular in the recent years and they have 
reduced much of human’s mechanical routines with simple and confined speech expressions.  
Amazon’s Alexa, Google’s ‘Hi Google’, Apple’s Siri etc., are some of the popularly used tools 
that have been in the market for quite some time.  Many of these devices recognize English speech 
considerably well within a limited structure with the basic idea that speech can be accounted for 
when it is within a pre-defined and a well-controlled construction.  “Alexa! Set the alarm at 
4:30PM”, “Hi Google! What’s the time now?”, “Alexa! What is the weather now?”, “Alexa! What 
is the status of the Flight  AI177” etc., are some of the expressions which these gadgets can respond 
to in a very live manner.  These devices when connected to online resources such as weather 
stations, atomic clocks, airline schedules and so on, they become very convenient in accessing 
information conveniently.  When posed with some random expressions like, “Alexa! Why am I 
having a headache?”, “Hi Google! Do I have COVID?”, “Alexa! Why do I feel cold?” etc., they 
attempt to parse some of the key words such as “headache”, “COVID”, “COLD” respectively and 
come up with related answers to these key words as they can access from the web resources.   These 
represent attempts to process any manageable structures from a mechanical perspective, without 
any human intelligence or rigorous Natural Language processing tasks involved. Thus, it can be 
assumed that leveraging the natural language utterances to the extent possible is one of the goals 
of this type of research and building such devices may not require much of AI techniques at all.  
Despite such simplicity in technology, this type of devices is not yet available for any Indian 
languages, including Tamil, although it is quite possible to build one by employing these 
technologies.   
 
 Along these lines of research, an attempt is made in this work to build a mobile Robot 
called தமிழு (tamiḻu), which can recognize a set of pre-recorded speech in Tamil and respond 
accordingly as coded in the algorithm written in C++ and Python.  This is not precisely like any 
speech recognition devices as discussed above, which can parse words and syntactic structures of 
a language to certain extent. But, it is a pattern recognition tool which can match pre-recorded 
speech patterns to that of a similar one as uttered by the users. It is speaker centric in the sense that 
only the voice of those who recorded the speech can be recognized and responded, but not any 
random voice of such patterns.   Its scope is very limited and mostly narrowed down to some of 
the scopes within a pedagogical context in that it can be used to train language learners to proceed 
through their carefully pre-recorded voice to casual spoken speech.  However, a routine is provided 
in the system to replace the existing recordings with the voice of other users, so anyone can attempt 
to use this device as needed.  Unlike the devices such as Alexa, Google, Sri etc., this is a mobile 
Robot which can be given command to move around with the four wheels and recognize objects 
on the way so it can divert its moving direction.  This device is built with a speech recognition 
card and Arduino’s technology. (Cf. https://www.arduino.cc). 
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என் பேரு தமிழு (eṉ pēru tamiḻu) – A Tamil Robot.  
 
 The Robot that is discussed here consists within it a C++ code interacting with the pre-
recorded Tamil sentences, as stored in the speech recognition board, and the Arduino’s resources 
to operate the motors as attached in the device; pinging any website to play audio as desired; 
responding to custom-tailored speech and so on.  Although the potentials of this device can be 
expanded infinitely with other possibilities, particularly using the built-in Unix operating system 
with Wifi along with some of the potentials of the versatile software such as Python, PHP and the 
databases like MySQL,  only a few built-in functionalities are discussed here.  As this research is 
still in progress more features are being added upon on an ongoing basis to make it more robust 
for any imaginable practical applications.  A set of template videos, mostly developed toward 
language learning purposes, is demonstrated at http://robot.tamilnlp.com and subsequently 
described in detail in this article.   
 

0.1. Moving around with L298N Motor Drive Controller and Tamil Commands: 
 
 The L298 motor drive controller as attached to Arduino boards can be used to make mobile 
robots and this technology is made use of in the Tamil Robot with a driving factor being a set of 
Tamil commands interacted through the speech recognition module.  The commands such as 
“முன்னால வாங்க” (muṉṉāla vāṅka)1, “ேின்னால போங்க” (piṉṉāla pōṅka), 
“சுத்துங்க” (cuttuṅka), “எடது ேக்கமா சுத்துங்க” (eṭatu pakkamā cuttuṅka), “வலது 
பக்கமா சுத்துங்க” (valatu pakkamaa cuttuṅka) etc., are some of such pre-recorded speech 
patterns in the recognition board and they can be used to operate the Robot to move in different 
directions such as forward, backward, left, and right. When the board’s speech recognition 
microphone coupled with the C++ code’s loop structure, a sequence of commands can be given to 
the Robot to move around accordingly.  This feature can be used conveniently by the learners of 
Tamil to get used to directions in Tamil and subsequently be able to operate the Robot to move 
around with their own voice.  As mentioned earlier, this Robot is built in such a way that anyone 
can replace the existing commands with their own voice and subsequently make the Robot follow 
their own directions.  A module to give directions and getting used to corresponding direction 
related expressions in Tamil is demonstrated in the video 
http://robot.tamilnlp.com/directions.mp4.   
 

0.2. Repeat until you learn: Learning Tamil literature with the Tamil Robot. 
 

           With the use of the in-built functions to play sound in Arduino and correspondingly with 
the use of Python’s sound libraries, it becomes possible to play pre-recorded speech efficiently in 
a number of different ways.  ‘Repeating the lines of verses until one learns them fluently’ is a 
method that is employed to train students learn Tamil literary verses such as ஆத்திசூடி (ātticūṭi) 
and புறநானூறு (puṟanāṉūṟu) to certain extent. Some of these poems are recorded with each line 
of the verses as separate recognition unit, and subsequently the students are capable of repeating 

 
1 Polite expressions are used to address this Robot for two reasons. One, for using a gender-neutral expression and 
for the other to make unambiguous utterances to make the recognition easier for the Robot. In fact, nothing 
prevents the user from replacing them with their own expressions of choice, using the corresponding routine but 
by taking a careful measure to avoid any ambiguity for the pattern matching process by the Robot. 
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them by one line at a time,  as played by the Robot. When the student utters a line that is 
recognizable by the Robot, it plays the subsequent line for the student to repeat, so the student can 
repeat the same line, or the line next to it.  Thus, when the student utters the following line, instead 
of repeating the same line, the Robot continues to utter subsequent lines successively.  Thus, the 
Robot and the student get to recite the entire poem with each of them saying a line at a time, a 
stage which can be conveniently called a “fully memorized stage” for students.   This method of 
“Repeat until you learn” is demonstrated in the videos http://robot.tamilnlp.com/aattucudi.mp4 
and http://robot.tamilnlp.com/sangam.mp4, with lines from Atticudi and Purananuru respectively.  
This method can be made use of to memorize poems from any Tamil literary piece, provided the 
lines of the poems are recorded in the speech recognition board ahead of time and made available 
for the Robot to recognize. This method can also be used to train students learn and memorize 
words such as Tamil months, days, Tamil years and related others, which require a constant 
practice.  For instance, the video http://robot.tamilnlp.com/tamil_months.mp4 demonstrates as to 
how Tamil months are practiced with a student either repeating after what is said by the Robot or 
alternate with Robot to utter them all.    
 

0.3. Live connection with online database servers. 
 
         Not many Arduno’s boards come with built-in Wifi and operating systems, except for the 
board Yun (https://www.arduino.cc/en/Guide/ArduinoYun). What is unique about Yun is that it 
has a built-in full-blown Linux operating system along with all the Wifi capabilities.  With Linux 
operating system, it is virtually possible to make use of all the functionalities of any mini-computer 
including to run software applications such as Python, PHP, Shell Script and so on; and interact 
with databases as needed. Raspberry PI also has similar capabilities, and it is quite possible to use 
the speech recognition card with Raspberry PI, but it hasn’t been attempted yet in this work.   Not 
to mention the fact that a wide variety of audio and video libraries can also be made use of with 
the Arduino and Speech recognition boards provided they are linked with the Yun board.  
Exploiting these functionalities of Yun, this Robot interacts with an online database dynamically 
and play audio files from English-Tamil pedagogical dictionary and Thirukkural verses stored in 
audio format.  With the commands such as, “தமிழு திருக்குறள் ச ால்லுங்க” (tamiḻu 
tirukkuṟaḷ colluṅka), “அகராதிச் ச ால் ச ால்லுங்க” (akarātic col colluṅka), the Robot picks 
verses from Thirukkural and words from dictionary randomly and plays it for the user.  Although 
this system is not furnished with many other internet based features such as querying weather, 
flight schedules etc., as Alexa and other devices do, it is quite possible to enable such features in 
this system by using the corresponding APIs.  However, with an ongoing update of the online 
databases for Tamil, it is quite possible to make the Robot serve new content dynamically without 
having to make any change in the Robot itself.  What it entails is that Robot on the one hand, voice 
commands and interaction with the database servers on the other hand make a live interaction with 
the knowledge content as stored in the databases.   
 

0.4. Interactive conversational partner. 
 

               Conversations between Robot and the user can be made possible provided a set of 
dialogues are written ahead of time and subsequently one part of the dialogue is pre-recorded in 
the recognition card and the other part is communicated by the user.   Every dialogue consists of 
human’s turn versus Robot’s turn and the human’s turn should be recognizable by the Robot as 
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pre-recorded in the recognition board.  Hence, all the human’s turns when recognized, the Robot 
plays the corresponding response in a real-time mode.  Such conversations need not necessarily be 
performed in a sequence from beginning to end and the Robot can be made to respond to any part 
of the conversation at any given time.  A sample interactive conversation dialogue is made use of 
with the Tamil Robot and demonstrated in the video: 
http://robot.tamilnlp.com/beginners_tamil.mp4.  Given the fact that there are complex expressions 
in Tamil which are dificult to learn, a separate dialogue is written to particularly practice a number 
of patterns involving many complex grammatical constructions in Tamil.  For example, 
expressions like ோர்த்துக்கிட்டிருக்கிறதற்காகவாவது (pārttukkiṭṭirukkiṟataṟkākavāvatu), 
வபறண்ணுட்டாங்களா? (vaṟēṇṇuṭṭāṅkaḷā?), போயிடமுடியாதுங்றதுக்காகவா 
(pōyiṭamuṭiyātuṅṟatukkākavā) are some of the commonly used complex expressions by native 
speakers of Tamil in daily routines but are very hard to learn and utter by any second language 
learner.   When such expressions are recorded and kept in the recognition board, the Robot may 
be made to recognize such expressions from the student and respond accordingly, in the same 
technique of ‘repeat until you learn’.  Robot repeats the same expression until it is uttered correctly 
by the student and does not proceed to subsequent expression unless it is pronounced correct.  A 
sample video along this line of method is demonstrated in 
http://robot.tamilnlp.com/learn_to_speak.mp4.   
 
 

0.5. Talking Robots 
 
             With a sequence of commands and responses being the driving factor in constructing these 
Robots, it is surely possible to let the Robots interact each other provided the question/answer 
sessions are planned carefully with appropriate time intervals.  An attempt is made to make two 
Tamil Robots interact each other with simple conversation and it is demonstrated in the video 
http://robot.tamilnlp.com/tamil_sangam.mp4.  Although it is quite possible to make a long 
conversation between Robots along these lines, such effort has not been attempted yet.  The 
following four key steps would help understanding the process involved in the performance of this 
Robot.                                               
 
 1) Robot Listening Mode  →       Audio Signal             Å Users Issuing Commands 
 
2) Pattern Matching with Pre-Recorded Dynamically Replaceable Tamil Commands 
3) Perform an action with a match 
            (or) 
4)  Go to the listening mode with a signal for failure.  
 
Step 3 can be one of the actions as outlined in sections 1.1 through 1.5, and the listening mode and 
issuing commands as in step 1 should be concurrent and happen simultaneously.  It is to be noted 
that while performing the action as in step 3, the listening mode and subsequently issuing 
commands would be stopped, unless it is done in a loop so issuing commands can be done while 
performing an action by the Robot.   Thus, the part of issuing commands can be performed by a 
human or by another Robot, provided the commands are issued carefully synched with the listening 
mode.   
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0.5.1. Commands and Responses: 
 
            The recognition board consists of twelve units and each unit can hold within it thirty unique 
commands, with a total of three hundred and sixty commands.  The commands as stored in each 
unit should be unique in nature and should not be ambiguous in any manner for a good result. 
Special care needs to be taken to make the commands without any ambiguities involving identical 
words and expression.   Each time a recognition is made within a single unit with what is uttered 
corresponding action is performed by the robot.  Separate command needs to be included in each 
unit to switch to other units to perform actions within them.  For example, the first unit has the 
trigger word வணக்கம் ‘vaṇakkam’.  Upon recognizing this command, the other commands as 
stored within the first unit can be accessed. Subsequently to switch between other units, 
appropriate command needs to be included in each unit. To cite an example, when the command 
ஆத்திசூடி ச ால்லுங்க ‘ātticūṭi colluṅka’, is recognized, the unit with the commands for 
ஆத்திசூடி ‘ātticūṭi’ will be called upon and subsequently all the actions related to it can be 
performed within it. Similarly, when the command புறநானூறு ச ால்லுங்க ‘puṟanāṉūṟu 
colluṅka’  is recognized, it will be switched to the unit where புறநானூறு ‘puṟanāṉūṟu’ verses 
are stored and correspondingly all responses related to it can be engaged in.  When commands like 
ோடுங்க ‘pāṭuṅka’, எம்ஜியார் ோட்டு ோடுங்க ‘emjiyār pāṭṭu pāṭuṅka’  etc., are recognized, 
corresponding audio files are played using Python’s audio library.   Thus, recognition and 
corresponding actions are compartmentalized within the commands as stored within twelve units 
and interactions between human and robot within each of these units should be well planned ahead 
of time as to how they are accessed.  In this sense, the Robot is made to act upon within a set of 
twelve domains of speech situations, and switching between these domains need to be determined 
ahead of time.  Perhaps, it might be possible to write a machine learning algorithm to switch 
between units by the Robot itself based on the users multiple responses, but that sort of attempts 
have not been made yet in this system.  
 

0.6. Conclusion 
 
               It is quite possible to let a robot understand and process commands of any complex type 
but doing so would require a very sophisticated and complex natural language processing 
technique built as part of the code.  Particularly, such attempts should involve within it many NLP 
processors such as text to speech, speech to text, morphological and syntactic analyzer and so on, 
but such attempt is yet to be made in this work. However, the intricacies and processes involved 
in building such NLP methods have been studied and demonstrated already on various other 
contexts including text to speech, morphological and syntactic analyzer etc., as can be  seen in the 
works of Renganathan (2016, 2014, 2001).  What is demonstrated in this work is a unique pattern 
matching method constructed within a set of Tamil speech patterns.  All possible scopes of this 
work are demonstrated with a set of sample videos as filmed in a live mode with the Tamil Robot 
called தமிழு (tamiḻu).   
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