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up®)  afersHGesaLd. QareumgmuiF@uiesr Qsm_ssiwns QEsLURegud @asLBHeng el
Qsr1RFSLILBL aflergswpd QFUBLBGHDS. PSP WiTs @ssL Heang aulf) L0 @ewsHwmI%Eemar
et L b GFuig) sPpmIs0smearesd auflpennsear alarss LpPUBHCmILh. el BrL_rsser oL
SO Qmy eepwurie wppd Qesfussmeart uFey GCFuig Dapous F;pous CsL @
werlium b CFuigGlasmeresd eufpempasear HyPCeumd. perred REIBTLT  6ulfl 2 aTer
Qesmpfpm usigear CudamaLs LpHOsTaT® CQFuUPL@BL uflser Qeme. QBS @b GO L
QsmAvmL LD QBBST6) 6TaleuTn @SR BIS®aT LoGTLILITL LD CFuISe oPmiLh LjfbS 6% TaTared
QBw auflipempsear Gubu@d e1GLGHT®  eTaleourn SLOLHS BDELW  6UGTISS S0 TaTaT
af@oyd SApL LuedGeunrd wPmih SO deuwiser @8 SHL Gua Quiigemwr
LT BRSPS 0\ sTaTaTeVTL) TaTLMS LD ANTSGH DS @)SSL Hen .

3. Qumpg St wPyibd SLEHS Fert

Qumfls HGwer eiaiLes prarg Bowselew olarsGad Guwmfuilwe yBlepisear (FHrevis
https://www.actfl.org/resources/actfl-proficiency-guidelines-2012). (y:)g@') ﬁ@‘)@) @§HL£$ ﬁ@‘)@) @GA‘)L@GA‘)@)
(Lp&I Bl 6V LD‘[D.Q_ILL') FpLi Blewev erTeiiey/Ld BTG g‘?m@)&m@mj upy aerg@d Glomflufuwied
94 (6% 6T @705561) BlenevuledBps FpLiy pleowse BMD B Owrhs @mmwmwu l_lsv@@_@/
oSl arfled Gumggg] wBHCprd. GO L sTdiCwmfld @&pelGavCuw seval spny eueTibg) G)_I@LD
IemeTou(hsSGLd STIGTHuied FApLiy Bleews DpeoerLi @ug)j@_@j seyd eTemMs). cﬂ,mrfsv
ST s @pemev ol @ Geuny Comfld @%@ sevad), Lewfl wpmid Caims ¢ b a;ngc;mgg,/&&n&
QL1617 QuwiGeurgmed Gomfld HmeOast (LpeODWITSH UGTISSIS0)% TaTer @)wevmoed GLITEGLD. 2esTTeD
QsmAwm L Lih o) ApLiLy Qs Fneat ueTiss % 0sTeTEpSe @)dsTevdhsL | S @) WeaIHTs
QBaFLG.  SpssTemid semeipreas LTl erenrs FmpLU®BL UL SPaT ulfl s 66D
BicuessDesid ()65 BTG Bleoewsafler Smen e aIlaTd @ 6 n 6oy
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SUPERIOR

ADVANCED HIGH
ADVANCED MID
ADVANCED LOW
INTERMEDIATE HIGH

\NTERMEDU\TE MID

\ ‘ INTERMEDIATE LOW

— ' NOVICE HIGH
7 wovice mip
NDV\EE Low

gacTrL

UL th 1: &L 6Clied Blpreueid

BreIG Bleawewsamer Geuaieury Owmyfls Speriseler meseniiu Fpenosefer 9ygLiLe ule)
RaUIGeuT Fmevivewud SpBleney, EHW Blenev O 2 wiklenew ererad LNHFS1H @D
@ssmsFar o) gaiCeunmeuder Qwrfls Pmewwewwd QBSL LSH Bleeulled @eTdled
Blwevrd. smuiQ ML yevewewl Curmsseaemauiey @peufler Gudsk P eT(pgiLd Hmer
SHw CQFwpurl’ B Speveryd GCsliL e wPHpd LUYSSD AUHW ESHOWS HDeauLd
QeuaiGoupy 2 sPsaferr ygriveor uied yaralemd. @B s YaralBL LoDIEaTLLD
S 0LI6) BlpieuaTs@etd eulyauenogdl 96 NssTalle) Fesh gpeufiar QwmflgsGnamert LedGaimy
SEHJGUZSTITEI&@S;&/TSE g{é‘ﬂ@.ﬂl_@ G).I@@GKT@WU @@J@ﬁ?m&'&m’:a&@aﬁga& SHIe8TS hitps://www.actfl.org/assessment-
research-and-development/actfl-assessments. LD ITGUSTGU [7 5 GIT glﬁl&ﬂﬁ@h L16ier), @mﬁmw& 5@3@2ﬂﬁ7 LDQjQ]LL')
WaIBlenevs sevarf a@LiLsaied Gaupn Qwmfuied @enL Blevew wHmd o wiklemauied GneoLio
QPP 585 Cauessi(BLd m@"rg) s LT Blenew OwssTalais Coup Pev prGsalayd @) BHSF DS
<ACs1® @) rramiaiLd, w@gggﬁum @unm@ venilas@ps @ Ceupmy @LDIT!}QU_QGO @gﬁ?ut_ﬂl_l_g D mesr
@) 555 Gouet(B)Ld aﬂm@lw sl muh QoSEEDS. QeuiseT QBS STITMMSHSHTE oL 6lLIeD
BDICICTISS) eI & @il

@ F&HLpedled SLOLHS BMEIT 6TTLIGNS BHTLD 6Tale T H65siiEH G LD @)F D% TGT 25T % 6T 6TGH 6T 6TGTLIGNS
<Py Blenevuied GopLig &1 0L BNIITSeSULD SYSIFOTLD. SJeUTHET SLO(LHSHE T H)newt
a1 (® 2 $FHewwuLd LopHm @Loﬂgfﬁ&ﬂﬂ@h 919 L1LIeD L_ufe QUGHSSIGTOTETS.  http://www.thetamillanguage.com
GTGUTGYILD  GUGH GV LILISSH S F)6HT @Jgf? GopLig @mmm&mﬂs&r Qg Litem uled (LpFed Bleneuledl(hBal
(LPSIBeEV U TUNGVTGH LITL BI%H6HaT 660 Lom@]l_o @mﬁ Ug@u_l@_l'mgﬂm L) aulg QUeHLLSSLILIL (B ETeTZ).
@aieueneLl LSS LoPmILD hitp://tamilnip.com eTTEILd euewevL] LISsmGalar el LA Gomflssmest
GCeuaiGaups aus@searts OLp euriLiy TP LIRSSLILIL (B aTeTg).

4. Qamppm b anf) s10Hs5 Fnevet aarTiggso\sTaTer auTuiLiyysar: SibpLl CGuasLt G’y
wYnb S16)p Cameus.

QesmAPmL 1E TS L 1D @bg elaTad @)SsTwEsL L $He QuBSHImseaier ) oemaTss
Omfls Fperearyd waTiss%0sTeTEEL UTLILILST @Q)(BSED FMHensFed @)ssL Renguier cuyd
sl CGuasl  Guily wpips sl Gureud  w@w Qo Osmfpmlusigenen
2B (LpSLILIRSSLILIGHCD LD,
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L tH 2— golp Gomeud

warearGr oyplwpsd Cewiwiul’t sl Gureud upPlu oNenEEEISEGT robot.tamilnlp.com  eIaTaILd
@ememtwiL] LGS Pmitd Renganathan (2021) s Hevgsafar el oplwevns. sLApLl Cuatt Gty eTeLig)
QsTABHIL LIS aulf) SLOLH 2 eOTWTL 606V LO6SFSSGLD QBB TS558 Qe Cuw agPpLI@SSL LWTLBSSLI
U@L sesslles) @Qup@ron@gd. @& 2iGeCGerr wHmid FRafuTT RHw @b COSTAEIL LBISmaTs 0&me (R
QUG UDLESSLILIL 19 HSFDG. @)SsHaNIGT LpEHW I EIsTs @eufa Cudme @alLiLiBea) ClFuis C& e
9gar o) @QupGrsGsr® e ampur®d aufleiems Qeuiutiuc igpLiuGs. Cudas o eflg CSTAD Bl LIS 6T
o) agemssLLLl Y BsGL Qeiawusdrs wfl s @rpafar Cudms o aumpd Fpewers Glame(
Qomfuied LOGaIn USWTET 2 OIWTL ) UMSHEET SYIOLILIZ, @SR BISmar LoaTLiLm_td ClFuicug)
aaiais Qs Cprssmisamar waT@e GlsTen()  @SOSTHDHIL UL  6uLg eI LDSHLILIL (B GTETF).
TDSHISHTL L5 YOI GHLpadled @HaBpSE0STHMT B CFuigOsTaTERLD 2 IWTL 6D, Qb
QL3O BrH @Ot QL SHsE auyl Cs (s CsMpgOsmereared Cusin Hm Fo 2 IWUTLWH®6T
TPLIGSSIIG GTRTLSI (5 LML, QI TSNS Y5 G, DBSGSMET, LDLD, HYHLD HYFHW LITL_dFemar
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RaICuT urEGwionsll LG ey CFuig CFTaET®R YAIMUTEHWBISEET LILGTTAID]T o FFfas aSHILI LIBay
QFuigy Qs Ten(®h) yaupeps HHLOUS B HLHL CFTewemausgIL LIPS CFuicug) eTeTLIg 61T @)%%haluler
< DS LIwGSTLIT(®).

4.1. YPps 2 ewgwmL_gid SLAHLI Cuigis G’ g ujb

sLOpLT CugLs Quiigeww o engwr_eded FRLUMLD Q)06 TThouTTES &HSF 60 C\%TassT(H) LieTa L
2 e guwim_aSed A LIRS

sLApLT Cuals QUL 1y (506)L): eueISsLd

LOTGWTRU [T 6MGETSHH LD

S0 uenTdELD. TLiLIg @)(HSHiHeiT?

LOTGSSTaU: BT TS @) (5% Gmeur.

S0\ Qb L & HFS.

LomessTou: BBIFaT 6TLILILY @) (BSH B I%ein?

S0\ BreyILd BSOS @) 1HSH e

Lorewstoud: 2 m1% GLi(h 6TesTesT?

S0)L1: 16T Gu@ SLOLP

LomessTaug: o mig 2erh GLI(h 6TG8rGeT?

6L 1631 20175 GLih LevL_cOLIwim

woressteud: OsrehaLd LI &Ly sHBisenT?

561 GouewrL_mib. 5/1@'7 STLLIGwedevTLd &g &sLomL” GL .
| LDTGSTRU [ fﬂ;l&sm GTGOTGHT (& L9 LILTT S aT?

EIOIR gnmgy)g@& @ad @L(}LI@I_IGAT

LOTGSTRUT: LI GOTesTToV QMBI

0L #f) evrestiov uGmair.

LOTGOTRUT: F55|BI%

30 &) 5351Cmerr.

(2w _ev 1)

Cupuiy 2 egwr_ede) Lorereuf LWGTLRSSLILIGLD CQFTPODIL I8 domiFenar (paTarsrsGa LG ey
O Fuig C)F TR SMLOSSLILIL 1§ (FEFDGI. LOTGHTUNGT FMS®SW 2 mITL_mewd CHL GLoCLng
gl Gués o ewrfl euflwuns o ewiEg YSDSTN FHWTET o eOIUTLmew @QWEBFIL LG
Qeuiwiinn 1y pEGL @ECsiLiy wfls FmpFnal. @@@) GOILILITG @h el LDTesTeG6s 68T

2 eogwr_Gev LweaTLBHSSLILIBLD ﬁmm}mu_les & TGSSTGV TLD. te0Caurpd  Qereflwp®rsCasr®h
2 @ IWTL_aSe @ L GauewT(RLD GTGSTD TGV @1 6)eumBeupL @ aIaNEHI551% S
“QFTaals 0% TR BISaT GTGHTG) LD S L_maTenuls OEOLET:S EIE ) GCugenaLi

LD 6y CFuIgO\s meTeTERLd umUiLiL) 2 6Teng). @)ensd GLpasTamILD 2 6 guwimL_eed)bbal PGTLD.

LorewTad: QFTe)a0)s6)%m(H) mis%ar.

S0l #fl. Brer ClFTedn0ls FBLILIFCFTOBISaT LFL CaL L 19D @& CFTeva)EIS 6.
1) euegsLh. (Lomewieus FpLiLdd GFmeev Geuenr(pLb)

2) pAIDTS Q)(55%5HCmes

3)  pEsererLiLLg Q) (BEHDIHeT?

4) QsrEhsd UL G EFDisarT?

5)  BmiIger ereurest Ly LiLfiseT?

6) o mis GLp eTeiTes?

7) o mg eariy GLIh 6T6T6E?

8
(e emgwmL_ed - 2: LUBHeyGleuis QS TaT@pLd o eoTwim )

@BsL uBeyClFuigCsTaTERL 2 mIwm o eulf] LresTeuf o egwm el LIS e 0z 6)smes(h
@rs QuEHIsCs1lH 2 empur_eled FRUBMCS Q)FeT CBTESLLTGLD. @oluurs @)
CprgasCaicm@eug eraranbleuafled @) gewdrL_mid @mn@?wn&g SLOLH @LDITW@‘)UJ&S SO GLD
LOTewToU & @58 0\sasT L1 Gaumy Soefled 2w _cvsmer agpLBSH Yupenn Fetaed)
RdSCamiysarmsl  uFey OQeFuigGlsmas® wrerauiser CusGeaemgwens euisen b
Cuasenadallll LBey GClFuigGlerea® ey s 2 amyur e D@ougs Do FHLL®G
LOTGRT6U (53 & el eyen W TL_606) L& BS FDen e cuaTisgs6lsmeres euruiLiLielLitiGs @) wpenm uflesr
& GBIEsLOTG L.
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4.2. 0HL1 CGuard QU 19 Cun®) @ ewsGwsiFemar 2P 5s5 6% meiTare

@ openmuilGovGws eThS @b QevasSHwgensuLd @ LDTGSsTRU [
LSS LI 0S5 0% meiten Gev esst (5 6) Lo 65T 6D 9B DTG @& CarLiLsenarL @a0)eum(
WUTE@wionsLl LB ey CFuig O srewI(®) LoreTeaufl b SeupepLl LB e CFuigCsTea® Liaierd CLds
o ewrfl  epevtd  YyaualewsRumsaart: LSSLULBSFS0sTaTERD  umditieor  apU®BSgeuCs
@30 sTPAPBIL LISF T CHIEswT@GL. USSP GY®WU LD, UDBI@ID LT searul (&S5
@gﬂgﬂm‘@jl_'ug'@@') guﬁ?g) GUIT@JU' @DG&)LL') uwaﬁu@g‘ﬁ@w@frmwmmw http://robot.tamilnlp.com/index1.php,
http.//robot.tamilnlp.com/index3.php, http://robot.tamilnlp.com/index4.php %@w LIZ & B1% 61 6oT mgﬁ? @[‘LIS?ILI@)ITLB.

@80sTAvmL LD auy) QSR WG LpSssLILIRSHECSTaTERL) uflpempsaied (Lpsadled
uB ey QFuigCsrarepLd Blevevuiler ailf) ressialhsE @)ewsPwLd HB(LpsLILIGSSLILIGHDSI. e
@aGeurmy  euflwrs  ceguried eyl ey  FQUGSHILCLTS  LOTETEIHS S
aiaflevsGugmst]  UPSSLULIGSHSCsTaTER  aumuiliy  @QBhEHDE.  TBSHSHTLL TS
BB @) ®WS FPMISOSTREGLD (LpePen s SLHaHTeID 2 55 auLf) mlwevrLd.

LOTGwTe b 5B Gl O\FTe060S% 6% TR BIS6T

S0l #. B QFTevm6ls B BLINFCFTOBIS. LFL1 CasL L 19D @ CFTeadey s
36 oypid QFw Loy (orewteud CsL Bg HBLILY QFmedew Gaues(hLd)
S0\ 9y micug FewLd

S0 @Quichaug sTGaIe)

@G)J@.[GZDUUJ/TI_G‘O uBeysGL Yp@ wresaupd SUHL Cual QUL igud 985G @& mw @HILdCLITG
BLHESTL FHPDE®6T CHIESHeTLD.

S0 ypid OFwelpLory

wreiaug: opLd QFwel@pdy (wetarmed LFHey Ceuisg GCurwGear o FFflesGaies(pLb.
@ @emevGlwestied EIOM, LomILILg ULD QIDLD QFw aflpLoLy GTGITD aufenwGuw
BpLILIF6FTVS)S0)s messTy (5F@GLd. @)mIG CrrssGeassgwg erarenOouatiey LGey CFuiyd Grimgy
LoTeTef%6T Sauaronss CsL HF Filwrsl LB eOsuiuGeaeHLd. @@paumn @& Ljevenio OLIDD
L9681 681U (BLD 2 oW TP @Lpee eIpLI(BHSHS0)STaTaTeVTLD.

$0)L1: Sy bCFwalBLoLy
LOTESSTaU: SpMIcUS| FGTLD

S0 @Quicdaug TG0
LoTewToU ] 26155 L0G] 60dallGL_ 6D
S06)L: eTewT 67@5@/ @5Grped

LD TGSSTGU - @uqmm RS
30l ypid QFw aapLdL

@ UL Ruled (LpSGwions LIeTeuBLd S P G uflFmar (LFefled RPeSIGHSHTL LY DTS TS GTL
LB ey QFuig Gl TaTalg) LSS L FF 6D BL 55Cauess(BLb.

1) <ypid QFw afl@pLoy

2)  omiaug FeviLd

3) Queveug srGeaied

1) meugl aflewdGsed

5) e wsg afardGLied
6) 2EsL08 FINGL 60

7)  eTes eT(LpS Sl Q)% GLped
8)  apuUZ QFHLHFEF

9)  @wib QL B 2 eur

10) @UILI WS

11) @aiug @fGwed
12) geraflwid GuGsed

13) %&b FHECH
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@arufsevarti LBey CFuigGlsmesLier Cuds: o enrll gaibleuny euflenws CasL'L gid B S eu
618l 6TesT HPEB DG Lomewtald el 6lem(s Gua':?mu_lu_/u') Flwrs o FFfiggi LpGwLer Lpsedalflenw
SOHLI CuaLl QUL Fp Y BSS euflenw orewialf Fapg B HLoug B o SLOHLT Gt Qg uyih
LD/TGW@J@LD %g@@up mn@gg&@&nGWL@@&@m ﬁm@omw gpLBSSvT. GCsL L 6, o FFflFsHe
LOPMILD LOGTLILITL LD QJUJ§6D CIGTEILD Q)bS @p@‘r@] WpSHW  Blenevuiled @g@gﬂ&é@/Lum e
QWSHIBIGEHET LOTGETUTHET 31 B&I G TaT@Ld eumiLicoL IPLIBSSTLD. QUOLPOD TS G UL
aurwelf @ewsSwgewns LPEISSTSH Ul wpwwpd CurainGs.  Gomaler alfl FLgser
MmOy @ewEHWSHSSH AP Lpsd CuPnIL! eter yalalwsHusamss Detipld OSTL Fbs
LWURTLRSS NP yevenin  OLDpeETy. @03 23w @mEg OsmipmLru ey
AP psLILBGSH B Cprd. QG CsmPPEL LD Gauns APPSLLGSSLLGEDS eTaTLIMS

CrrdsGauesst(hLd

5. wpyajeng

G@PILUTS  Q)FD%MeT j]g@ﬂa;mmu_/m QuEsrg OsThPmL LD 2 (heurssLiLL g HLILIST6
mggg@@_m@ 2 ygur_eeud Qews&Hw euflsemanyd GBI L mp3 @615755(8&/71_11_/ ey @mm&;&
QUTUILIL| OTGTG). @@J@Jm&suﬂ@o A fwRer LB @@J@J@‘)& 2 I VFHTS  SUWITH
QFuIgOFTaTOUGILD  UDDISHTRT 2 IWTLWSaNew LoreTaujsemar FEHUL  GleuiuGaes(hLd

611G Q3OS mL LD e gLé?g) @LDITHS) LDL@LDGU@)ITQ’;] Lopm @mn@?&@ggnm‘r
LD S seoaruLb qpu@g@&@a&nm@w QUTUILILY 2 GTaTE| GTRTLIGDS BUIGVTLD. &G LOHMILD FL_FaHaT
) umiQmflwuns eTipgiaps QwsHwEISeT @Q&sTwssL L $F 60 OsTPm L U e cuery
ueGounl umuiLiLSer @)me%eTmest @‘mhumgef 5;1_'14555111_'@1_5 CprgsG @5 (HewT eTesTevTLD.
ueGaum plewewsafled 2 IWTL_GOFGT  LOPMILD @@o&@ww&mm @ECHTLILTSL  LS6y
OFuig s maTepL) ﬁmwuﬁ)@v @30sThvmL LD GHeunsd CQFwedul B @l LWGETLIGSSHILD
GL_JSH6T LIvenT & (HoUTS@GL Blenevenit eI Li(HSSeVLD.
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F(HSHFHLD

Qumfluiwe geopulled sraus Oumhuiweyd sefefl GompPuiwetd
WOsLCuAw euerid@enwrs Qupmpyereret. $saed CFmlevn L LS Cgm i
TR wreng), Goms < uiafleyd SDDHO SO LISSILD GlupLd
LIPDS®SS )% 16w () 6u b S OTOTS).

soeus Qwmfludwed erarug QOwmfluiwued Y oTuIFPssTed Crasflasiu L
"Blap Grus” (real time) FTay%en, SIessHeTEIGele) &HewflesioworssLILIL ®),
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Quom L LweTLTLC 3) 919 L1160 L uNewTesT &i6) S WLILD TG 24,116 % @& G LI O\LIHLD
A spousLh SICHERTILITE YD LOF DG,

B speus Qumfluiwed ) . ) ) . L

. R Qifsstes srausgams SyPalued g Lirie ufe 2 (HUTESHa LD
C sanfiaf) Glomfuiluied o BUTESLILIL L STAUGS S (LPEOD WITGST Qumflufwied <6y
D glap Crod aflppepasamarts Harups syuieQFuiuad Csamawnes opleaeas Sras
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E uguumiol mpIs@aruh  @geuey sl Bluliu ng  Guruwued  gnpseaenuyLd,
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1.  o\apssLd

wCPwWF SLOHS FSTeusLd

wCew@wr Cunetp LGTO WIS GHLped BlevpBs gngup@} g.nu)@mngf?mlu @g.@"r QumflwnsGeum (L1)
@uessti_mid GomfluwinsGeurm (L2) sPLALILISD @GLD SPUSDGLD STIS I, Ui6Y 6T @uﬁg/w FlemessLfluLb.
Guoaih @@y Gomfuler QFTPEearehPwLd, ()evdhsesTLd 2% weunmler @mm@w SL L auariEReows
Qzallaunsg Gshpg) @J)rrmmg. sueus Qumfluiwed geop Osad 2 FaLb. @gg)@ @gaﬂw R(B
wpepemwwres sgeusd Gsemear. @&sL@Geang wlwFwsg FBlWsE 2 BurssUuLl L. SIeus
GuobLim’ 1y ewest afens & H TG,

R Ouruiled srausw o BaurssLL@usPGL U Bowule fpSsus Sl Geouesiy leaTens.
SIussmSL CLESRS STUSL, (PSSP SIS 6Tal @Q)(h Blevewuled o (haUTSSTLD gL BHILoeTs @)L Lb
FIIBS 2 (BUTSSTLD; STWLD FTFEGILD 2 (haurssevnd; RULILBS sreusd, pLild STausld eTer Iy uiay
afaueoL_Gpgl. CwRwraled o (haurssLiLl L Frasd $PsTew VAW 6T(LpSSHP SLOL STMUSLOIGLD.

homepage: https://tamilinternetconference.org
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spaTevg sLllenipll QuInSsaiens, SOHBTL I3, STas ComPuiwe sy liuemL uledd Hev SO yuiasar
2 gitene. yerned geus OmPuwed Gsratensser GpPlpamsaier oy Litem_ule wCuHwralled e1ps
Quiayd Freus gL uled Feee, FIaus el Epepuiled F L 1O L'l spped P9850 gL
Qevevev. eTarGor Frusgans o (BursGeug s (PEHWAGL. UiEId FTMUFLD o (HeUTHE Fev
Carurhsesw Csemal.

@55 Car LThs®ar e usDE QFDG (LTI STMUEHBIGEET 2 (heuTsHuaiser Plalued o uiailer
aLf) Pev 91y LiLIeL_Semar o (HeuTEH OFaiparerary. Sps 9Lt _semart] VaLpns v ws GLpaisE
GIDLI STUSLD 2 (HoUTSSLILIL L &I SpsHret Lerereniiud Carl un@w Osr_jrg afleufgsLin PTG

2.  eresrewst

S101p - i @ L aupd@ Guomyd)

o ararTips Bleewuwle, sl @F @QulmL aps@ Ol (Ferguson, 1971). GUéxs SOPSGLD TI(HSHS
SLAEGL  eupPler yewlilieyd, Ceweur®selad, SLOHE FUPSTWSPG LOGTLILITETen LU LD
Saupium@ser o arerer. wCwPwralayd SLOHOWTY Guad wssallew Cw @QBs Qrlewl aupd @Bl
Boay&pg. Cuias sllprneg,  eiwoliy, CFWOLTHSET, FUPSTL LOGTLILITGIGHLD 6IGD OIS
Beovwsalad 61pssls L ar Caupur@samars Gsmag BaHaTDg. SOHBTL Qe L GG 9yBG
Boad @QuleL apsE Blaowssteas o wpeapures GumPuilwue gyuieser GopolsmeareriL’ B erares
(Deivasundaram, 1981). wGowRwralGen, misLiyfGon @ eneasulGen, yssmaw Ui sar eigiajb Gl
garafled GamararLiLiL_afledenev, ereshieyid, @)mIOG®eTLD Bleveyd QI L aups@ BlavewLphld Hev o uia)s
s (hevgsar G B ererert (De Silva, 1976).

Cupammplu Brerg pr@sefiaw sullpll Cuds appd@gseaie, How @YUl G555 Gaupur®ser o erere;
@@L, T1pSs wpsGaaie Caupur®ser Gmpans @) msHainer. yaupPleor Gu GCFTpserehd w
Counim@®#Cer srewiLBGFemest. yerTed, QESS FhSCHTmaT 2 YPLILIBSSHILD LPEODUWITET U6 %eiT
eigiad OQewiwrivi afedewew. CWAW Fraus o BuTSSSHDG WWieuTari eI(pssHd sLlflenat L GG
< weln@ o L LGSH ueTarTs.

SDSTE TUPSSIS S0P

Gopagaplweupmler iy Litien_ulled, $P&TeV 1SS SLOLH G eugevnn @)Tesr(}) BIDDIETHE®aTs5 O mesTL_g)
eI FapevLd. @ hLifaiLd, 193056feS)BBE LB Pwreys@d safGuw @ LA @WaSHW LOFL| 2 6TaTE 6T6I)
Y, WU TOTIS AT o MIF SIS (Rajantheran et al., 2012). ererGau 1o Gev@Pwig sL8fler seteniogenar oG Fwig &Ll esr
SIs®ars Casmer(®) iy CFuicug aufurEaing. T irg wlvHws SO LwaETLT® HSHLD
2 aer SarmiGaned @) BHH Cuisg sl srayser CesfgaliuiL. Goua@Ls. wCwRwralar WwsPws sL0HS
'e_r,m/il&mn&g' slpLiveTefsern, L8 LilaTeflic) /Syda a1t &mEis%aT, @)enenTil a1l &BIS6T, @GN BSLHFF 6T
@il aTrsl (& %) T m 6o,

9 siblipLiviered) / s1blipssedal

1816-gy15 gyewi(® ewmm&ed psed SU0H wGLys CsTLmsliul 0% S L ss5L L QBHID HpTHSGT
S Gaper (Shoniah & Ramasamy, 2015; Wong, 1982). @uiGung wlew@wralled 527 s8ps QsrLssLiueralser
2 aTered. @QBSL UaTafllsailed 6T(pSais SO sPLISSLILGS D). LUTWHReD & uTTenFwes (2016) FHSSILILILY,
“Comfs  Csmearensufled @:r/_)jl_lL'L IPPSST® (1515 IBleeams 1956), S8Hs GBTLssLl ueTalsaicd
gL&([zp@LD/TwLI LWGTUTL 19 OGS S85F eusgis Osmarer @qu;_ggg,/ %&GQJ @&0smeTeams T FLOLHGILOTLS
UMgISTSESLILIL L ). eTesTGa, @m@]m@ng wGAwralled o aTar YeweTssl 527 SL0LHS @grrpg,a;l_l ummﬂg,@m
Csfw QmPwrer wewremwwd, @ ues_md Comflwner 9, BHwgsmsud el YTSSHILI LITL BISEDETLLD
SOOI mNuNed %1198 %) e 6.

1A S0P F5Ha16D 20115515 6

SALHGITY) Lguwrsl] LWETLRSSULGL wPODIWw $erd e _sib. UFwReutd & umgeFWer (2016)
ereu@onn FpiSpriser “wlwPwralled CsTawsEsrl @, ararmed, ugHfes Gurarp LCam)
so1_smiser OfleT awarisfEGs GHIUNL$55s uBisalLiemus Geuigetarar” (Lgw&eud, 2010). wCw
urQerTel) BoLpERsaied 9ger @)BGw Gmf) eadliLigLitie 24 wewll GrpLd $LAH @SlLgLiL @) (BBSS; SLOLD
95% QL6155 LT 0ECatTRL QenFCurRamL, 2 IuUTL e [BISHIAFeT, Failews @LLISSE®,
BITL_&BIS6T B WPBIDGLd SewiFnes Syatay Cpid @HSsLILGRDE. CvRwreled $50LITLS STFTEIS
ser_giomes areed UeLmau wlwRwg Csrowssil§ sBlpllfeyw Ceuaul () aGHarper.
saflwrg QsreowssT @ Blniaetones yavr Crrafler S8 @aflLiLigLiLw eunGlesmed) L9feumer B. 61¢ grsTal e
@LILIFLILD QFweLIL B auBbHeEIDe.

C.M. Elanttamil, University Malaya (UM), Malaysia



10 a ISSN: 2502-4752

@) S10)1p o1& % 2o11_55 515 6

Guogyitd, o ampmiged YFRL L’ @FLps@pd,  Bralsps@sl, SWOPETL® (QBHwm QSLHSEHLD
wCvAwraiew @m;&@mpm @ s w@sv@u_lg SIS E5SHF gﬂ&p@wn‘lﬂg DDFTIHE®TULD
QenpsarehuFmsLd LIGESD UaTISHS Gl&meTareyld STITETONGT UTUILILSEET 2 (HeUTdSGHEH DS
@OLuns prefgpsenies B peTLIGH, WEEFT @ang, HLOL) el COsTL_[iEg CeeleBR e ey
BrefsLpreT s0 CreaT BnigsLiul L g samawsGilu QFuiSwumgLb.

FF. @ evewTw 2art_5516

sl auenid@gGL Cufgihd o oy WHCDIE LIWE6TaT 261 S Q)T HYMETSSH (LSHWS SLOLD
Brefgpserd @eewugsarsisaied sTaMLUL@RGIDeT.  @Qeven  LFpHUL L SOHE  CFuIBsmens
O\ & mesTL9 (5% B GITD 6T, @ s SO mevw @emarw Semev(Lpen ufleuri SESEE®ULILIGD G LD,
LWGTLRSSIuSDGLoTeT HEDTH UL gmg o BGaursGHng. wCwAwE FOH @ ementwissers sere
wCwAwr @)ain, aesssd wCwGwr Curap serTsiser o L a@is@GLar OFuiGsmer QG Hmeri. @)g safly
Qung Qussmiser el BUisNeT @)eeTSSaBISEHL, aeeLiLBasash SOHOTflarwsd COsTL_iEs
LUweTUGSS auBHarner TerGo, LGaiy satsigeled FUH LWSTURSSLILL L Ted i CewHwralied
YPS18S5 S0P LWSTLURSSLLGL (PSPWS SaTBIS6TTS, BHHSEHTL BIIE SRS (LPSGIGHLOWITES

Q) (BSE T 6.

uL1b 1: Gew&wg s10HS FeTmIger.

@ssarsisailed  e1(pSsIS SO LWETLRSSLILBGF DS mafrumg GpsesT g&@_lc;vasm @g@ﬂmn&s
ﬁgym@m@m CopsesiL_ %armisaefeD utumu@gguu@w e1(p33I% HLilevp AW raller $HHTe 6T(LPSSIS
SO TN PEE@TLL. FPET 6T(PSEIS SLOflewear (pipaowns yuwie) CFuiu @ssearsisaied
LWGETLRSSUILGLD e1(pS5IS Sfleoend Csm@LiLg P woTREIS). g6 Laieny ygamar O\omSufwied
u@durru.'/@/ Oewieugesr aulf) pafer QsmpPlem s smalseamen o (heunss gLl Gameasamand GFuiw
Wb, @Es sarsisaied @) ;brg 1980-2020 cueng GQeualuf_Liul’ L $TejSeer QLUIGITAT] $TMSLD 2 (HeUT5S5
EWCEER U

g/_ﬁg)fmv m@g'g/g’ sllenp ofleufldgs &HLBs epeTm) gﬂ/_iig)naf&r@asmm; IUps LI L. L &L (RenIs@pLd
qggaslyas@w 2 airenret, 60 (B Gleuad, gl uy. Gy, afgiomupesiieoud, gyt et Gunesip @Curiitw sypepiser, 19, 20-
%LD gﬂm@nm@&@ﬂw SUOPBTL 1960 SEIFUNBES FTvSP 6D HL0)(1Lps ST Flev (B)6v&%enTEISaT 6T(LB6UTT. 20-4 LD
mrppresriger  pu@GHuiled, SLOpBTL g6 @wn‘lﬂuﬂww plaflweller oy ml(LpssS T, Uﬂyeﬁg@w@ﬂwg)w
Gsngessi_gmioest (Kothandaraman, 1997) (@ B&wn), mebiones (Nuhman, 1999) (@wmiens), &efl enpestm LpSHLOLOG)
(bCv@wm), fgsnigser (AmsLiyd) P&HCurgred sPsTs SUO(PsGF Fv LW ()60 eRTEIS6T

TIPS LILIL LT,

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 8-15
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@wLeyd, Guwle @GP Gerer Qu@pLbLITT @waseansesd aleagest Gomfuflwed (descriptive
linguistic) g6 BSI 6T(LpSLILIL (B aTeTes. 955 B e BIsLpLd CHTEesTL_TTLOEILD F51%aTS] @i)6u TewT 2,116 %6 6)
Frbeduilar wipplevsses oG ipepenws (Generative Grammar approach) YmiG\&nasimid @)mi6)sneTmILD M
TIPSO ST GT).  HeITd Q)bS QVGHEIBIGGT FHHTVSG SLOOGT o GIHLOWTET FIeus 2 Wialesr
QLY LILIGHL_UNVTRT Q)VEHHERIEISGT TGN Fnp (LYWl 6TesiGou Fueus Gomflufwed o1y LiLieoL_ulevmer
SOHTVG SOOI (Lp(pewiowTs e CFuin Ceueaigw Csemer 2 erarg. @Qser eyl sLOHOTPHuled o 6iter
Blgwissonet, glevalwwrer GQFuiser Geuefleuy P aumuilipsSaing. Cwrfse @Qewssewd s
QuPuiresr  @aip.  Qelaflwssagams  uLumiwns  CsrewGL  ybGlr) @ usGHITDS.
QssaTS®S SIS L LiLienL_ulled 3y,uiey OFuwieug @QUIOLITIPS FTH WL TH U TETS).

3. wlaRwg s101p3 sr6us CbLITH

L L auenewnt I wCwAWS L)% &a6TEIS 6T

Domain Medium

Text Book l())rtl}?;ilsry 1,2,3,4,5,6, Secondary 1,2,3,4,5, Student Writing and
Periodical Tamil News Papers

Popular Magazine Tamil Magazines

Fiction Short Story, Novel, Essays, and Others

Internet Web Portal articles

Academy Journal Journals

To-Be Spoken TV/Radio news, and Scripts

Unclassified gs}iergnment Notification, NGO Materials, Special edition, and

SUOILBTLIQL UwWeTUGSSUILUGL SUOlWeHESETS, S QUUWBsET AsTLL
(QFEBTEDIEOT), 2|600TCOOTIT LILSHEDE&HEHPHEHH 60T AU-KBC 6mLOWILD (QF 60T6m60T), LDMHMILD
@B W QLo &serfleor IDSS I Bl Mi6)60TLD (DG T) GumedTm  Hlev
LIGV&HEMEVESHLNGBIGET IDMMID STTUES BlMIeI6THEIGETT Flev SIalds KL HBIs6T
GUMHASTaTaTLILL LeT. SmsLLT  aWwsHass sSUlwsesE, Hrsliyl sHeea
MNFFHID R STUSHSMS 2 (HaUTHRU6TETS. @evmenduiley, QumrlGeur
LIGV&HEMEV GBS (Q&MWIDL]) N5 S5 &L0l(WD&STeT STals GLIML(H Lievoflulley
FhHUL B 6TeTsl.

LCVFWS SUIWWEHESETET SHIaHD @D 2 (HaumshsLlULaNeeney. 6rearGel,
LCVAWMET HMH&EML TWESIS SN(WEG, @UMenSWImeT QML LweTum@
eugl WCA WMl 2 6Tem S QTP LUWETTH6T SHHIG6ET eTMmTL
QAMPEHMEEF GG QLETHATERU HBIu&HemeT 2 6T6ML &5 @@ SIS
2 (HeaUMEHS Colemiqll IJaUFWGHMS SHHSFH Q&mTeoor(h, SHTeusLll  Leoofleml
BlenmGaumm @HS Ule|s S LD CLMO S TETeTLILL L Sl

SreusLd GobumL 19 P @ LpeT Iewgl CSTGSsLILIGMSDH G LT Hov Iy LiLieoL CFuifsmar 2 pF CFuiaig
SuPwid etarl] unisGsm. sgussGar o L 19feysear CsiaysE wlwAw SWOHEIWTY LweTLIT 19 6T
2 ararL_&&), BNC COCA ereiu@d L9 L a1 / 0w Nssd speusmiser auflsriqurssd GsrarerLiil L e
SIUSS GG TGRS ES @ LITTGIGT SIausLd USSTL 19 WTesd CEmaTeriiLiL L g

srals umPluilue sSemuillsdy BNC Wommild COCA @revor(h (L& 5 WILDMeoT
SIGBIGETTEGD. 20 Qb BIHMIeoriger (NIMUEGH) Wflligey owhHes
SIaIsI0meT BNC, 1991-1995 euemyufevmeor 100 levedlwest LAfliigeq opmi& 6w
QFMMHEMET 2 6TeTLHEHWGE. COCA 2 0HRO UFaIeTsHL  LWeTURSSILBILD
SIS MIGH6TIV 6TMTEGLD. COCA, 1990-2019 aU6MT 626UGAUMTIH UIHL (LD 20 Lil6L6S) Wi6oT
QEMME&E6ET 2 6aTeML&H @@ LNvellssHGn AFEITET QFT &J6)5HeM6Ts
Q& meooT(H 6TETSI.

C.M. Elanttamil, University Malaya (UM), Malaysia
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500 wr@fser gaiGeunaipid 2000 CFTHser 61as @p Wevalwer (10 @)L Fib) @5/1/_155567'1 GosflgasLiLi L e
@FCFnpHMT TP BHBES THSSLILIL. Couent(BHLd ﬂmu@«;v PG AUDIUDD 2 GTGTE. 9BS GUe»TWenmuflesr
Qg Liven_uied wCwHwraied L) HHHLd L/!pfs.l@w e;ﬁmorr&g SLOpLILIGTERN S 6T, gnaﬁgépa;m 5@@@5&5@1
@Gl L Liyser, @enenTwih, o1l SBIG6T 6Terl] LI QU LI L . SETBEIS@HLD HETEISEHL

et plwiu L 19681, gaiteng Nfaled @ mra assmer afl(paisT HF CQFTpaer eTQSsLILL Caei()L
GTGTLIS 06T L. 6T &) $TUSES®S ®ausS aueniwenm OFuiwiti’t g).

uengLIL LD 2: BNC g6us o " 19flaseT

Periodical
31.09%

Misc. published
4.389

auemgLIL_ LD 3: COCA sgouss o L 19flaysaer

NEWSPAPER
12.28%

TV / MOVIES

auenguL b 4: 1B Pwg L0 sraus o L 19feysaT.

ACADEMIC
12.08%

NEWSPAPER
12.28%

TV / MOVIES
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9L L auenent 2: wCawHwg sL01ps ST0usUpL) L9616 &) STeuSLpLD.

British National Corpus Written Malaysian Tamil Corpus
Domain | Imaginative (19%) Imaginative (20%)
Arts (7%) Arts (15%)
Belief and thought (3%) Belief and Thought (5%)
Commerce/Finance (8%) Commerce and Finance (10%)
Leisure (14%) Leisure (10%)
Natural/pure science (4%) Science and Technology (10%)
Applied Science (8%) World affairs (10%)
Social science (16%) Family and Society (20%)
World affairs (20%)
Unclassified (1%)
Date 1960-1974 (2.26%) 1980 - 2000 (20%)
1975-1993 (89.23%) 2001 - 2010 (30%)
Unclassified (8.49%) 2011 - 2020 (50%)
Medium | Book (58.58%) Textbook (10%)
Periodical (31.08%) Periodical (20%)
Misc. published (4.38%) Popular magazine (20%)
Misc. unpublished (4.00%) Fiction (10%)
To-be-spoken (1.52%) Internet (10%)
Unclassified (0.40%) Academy journal (10%)
To-be-spoken (10%)
Unclassified (10%)

apssr@d  Kfeysesd o s OFwwliul L 968 sraseer 2emaf() OFuiausP@ o emall () ULy

QuerelLTmeT 2 (heunssLinil’ L & @sar Qeaeluf® erdab.erb.ered Gamitied (XML File format)sjeoLowjLomm

QUL QUGHLOSFHLILIL LG

el b 5: B Pwg FLOLHS Freus GLoLbiim” g 68 (Lp(Lpem Low Tt G)FwedLpem .

Material Gathering ~ Material Input Method

Electronic texts Storage

Plain
Text File

\—> Xt

@nIPwrsd CHILILSET 61Gab 6T 6Ted Uiy uSFaILd o ey CarLiLinsayd CFOSSLILIL L g).

RESOURCE GATHERED

....................
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QuengLIL_ LD 6: XML G&mLiL) auig auLb.

<FileData>
<rileName>gUlpLiueteflaamer wrdHmTEr smilidleramerwms
BLSSUMS BIMIGSI6N . txt</FileName>

<Source>Internet</Source>
<SubSource>Malaysia Indru</SubSource>
<Publisher>Malaysiakini</Publisher>
<Writer>K.Arumugam</Writer>
<Year>2012</Year>
<Date>22.01.2012</Date>

</FileData>

4. sreus 9y Ll uleTeT FNFHTOVS SIHNH Y uiay

Qomp) sPppe sHL98515 G, Owrfluiwed $malser GLoaTO)LITMBET 2 (heuTdGauSDGLD LS, B GIST(H
sreusLs Gsomal aarums aalluynissGer @5 Ber erupsLiul Bertorg. @LUICUTIS 2 BoITSSLLIL B aTar
sreusld [flevallwer Genpasemens OsravBarerg. OsTLbg SOH LWGTLIGSSHILD SaTEISaND @) BBS
Qumppsraleearts Qupp AW $L0LWsE @b OLBESITMSL 2 (heurss Geueigw Licnl 2 aTaTg. mSS
Csripg sefaf goadsmer aws AspGsppanp CGwmflowl LuaLGSSIMG AGSS5L L Gy
UaTiENEG alSB B sueus QmPudwed syuicurers GomSufwed o uieysd@ Corpus based, corpus driven 6TGID
@ BLpdDH®aT (LpeST WeusH D Th. @)F6FedOBBule) G Pwg $L8(pssTes g wialener @)L HFOFeOeTLD.

5. er@pumiLiyy

WSS SaTBIGaNLd SLOPHOMPL LweTuT el L1 LABE SIS D GLd, ST UATTFRNS G (LpewD W TewT
Qumfls DLl ewew Cupllsraragp, Owry splgs®, ysmm@uilue Curaip $PLISF®
Crprassmisepssiss Cseaiwner Gurfuiwed smpailsamer Gubu@®ssausPGL, WwWEAWTNGET FnsTew
613515 SO sPCurewsw Flevevenwwd ueTiFRemwud ST0SSHE FieoaosTe(®) uia) CFuiag
QuPwib. @UOLTLpS o BauTSsLLIL BaTer QssTausLd @)D WDHFEE55E alSH G ereiLg) ClFafay.

REFERENCES

Aston, G. (1998). The bnc handbook exploring the british national corpus with sara guy aston and
lou burnard.

Atkins, S., Clear, J., & Ostler, N. (1992). Corpus design criteria. Literary and Linguistic
Computing, 7(1), 1-16.

Bowker, L., & Pearson, J. (2002). Working with specialized language: a practical guide to using corpora.

Routledge.

Cheng, W. (2010). What can a corpus tell us about language teaching. The Routledge handbook of
corpus linguistics, 319-332.

Cheng, W. (2011). Exploring corpus linguistics: Language in action. Routledge.

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 8-15



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 8-15 ISSN: 2313-4887 15

De Silva, M. S. (1976). Diglossia and literacy (Vol. 2). Central Institute of Indian Languages.

Deivasundaram, N. (1981). Tamil diglossia. Tirunelveli, Nainar Pathippagam.

Department of Statistics, M. (2022, 13 May 2022). Statistics. Department of Statistics, Malaysia.

Devi, S. L. (2011). Text Extraction for an Agglutinative Language. Language in India, 11(5).

Ferguson, C. A. (1971). Language structure and language use: Essays (Vol. 1). Stanford University
Press.

Francis, M. (2015). A comprehensive survey on parts of speech tagging approaches in dravidian
languages. Proceedings of 30th The IIER International Conference, Beijing, China, 26th
July,

Kamil, Z. (1990). Dravidian linguistics: an introduction. Pondicherry Institute of Linguistics and
Culture.

Kothandaraman, P. (1997). 4 grammar of contemporary literary Tamil. Int. Inst. of Tamil Studies.

Krishnamurti, B. (2003). The dravidian languages. Cambridge University Press.

Kulkami, S., & Sagar, B. (2014). A survey on Named Entity Recognition for South Indian
Languages. National Conference on Indian Language Computing,

McEnery, T., & Hardie, A. (2011). Corpus linguistics: Method, theory and practice. Cambridge
University Press.

McEnery, T., & Hardie, A. (2012a). Corpus linguistic: Method, theory and practice. Cambridge
University Press.

McEnery, T., & Hardie, A. (2012b). Corpus linguistics: Method, theory and practice. Cambridge
University Press.

McEnery, T., & Hardie, A. (2013). The history of corpus linguistics. The Oxford handbook of the
history of linguistics, 727-745.

McEnery, T., & Wilson, A. (1996). Corpus Linguistics. Edinburgh University Press.

Nuhman, M. (1999). Adippadai Tamil Ilakkanam (Basic Tamil Grammar). Readers Circle:
Kalmunai.

Rajantheran, M., Muniapan, B., & Govindaraju, G. M. (2012). Identity and language of Tamil
community in Malaysia: Issues and challenges. International Proceedings of Economics
Development and Research at Dubai, UAE. doi, 10.

Sarveswaran, K., Dias, G., & Butt, M. (2021). Thamizhimorph: A morphological parser for the Tamil
language. Machine Translation, 35(1), 37-70.

Sheshasaayee, A., & Deepa, V. A. (2016). A Conceptual Model for Acquisition of Morphological
Features of Highly Agglutinative Tamil Language Using Unsupervised Approach. In
Information Systems Design and Intelligent Applications (pp. 499-507). Springer.

Sheshasaayee, A., & VR, A. D. (2015). Morpheme Segmentation for Highly Agglutinative Tamil
Language by Means of Unsupervised Learning. International Journal of Computer
Applications, 975, 8887.

Shoniah, S., & Ramasamy, K. (2015). 6 Tamil education in Malaysia. Languages in the Malaysian
Education System: Monolingual strands in multilingual settings, 92.

Steever, S. B. (2019). The Dravidian Languages. Routledge.

Wong, F. (1982). Education, political development and social equity in Malaysia. International
Journal of Educational Development, 2(3), 235-248.

C.M. Elanttamil, University Malaya (UM), Malaysia



Tamil Internet Conference 2022 z.81p @ewenww wrsr@ 2022
Vol. 21, Dec 2022, pp. 16-21
ISSN: 2313-4887 16

Emotionality in Suicide Notes
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ABSTRACT

Suicide note is an important forensic text, particularly in the case of
equivocal deaths. The major problem for the investigators falls on
determining the authenticity of the suicide note discovered. In order to
unravel the authenticity of the suicide note, it is essential to understand
the characteristics of the genuine suicide notes. Suicidal individuals
Keywords: are more likely to experience depression, stress and anxiety. They are
often suffocated by different emotions. Despite the fact that they do
not express their emotions, their choice of words, particularly emotive

Forensic Linguistics

Emotionality words will reflect the emotions they are going through. This study
Genuine Suicide notes focuses on analysing the emotionality in a genuine suicide note to
LIWC detect the emotions expressed by the writer before terminating her life.
Automatic Text Analysis In recent times, computerised methods are being adopted to analyse

and characterise the quantity of linguistic features present in the
suicide notes and other types of text. Though, such software are
applied to analyse the text, the results are not always exemplary. This
study aims to analyse the emotionality in a suicide note using a
computerized method of text analysis software; Linguistic Inquiry
Word Count and manual analysis. The findings of the study will
provide insight into how emotions are conveyed in the suicide note and
the issues faced in categorising the emotionality in suicide note using
the software.

Copyright © 2019 International Forum for Information Technology in Tamil.
All rights reserved.

Corresponding Author:

N. Vijayan,

Department of Linguistics
Bharathiar University, India
Email: vijayan@buc.edu.in

1. INTRODUCTION

A written note left by a suicide victim before committing suicide is one of the typical linguistic evidences usually
examined by forensic linguists. Suicide note is an important forensic text in equivocal death for the reason that it
unravels the truth behind the act of suicide as it contains information about the author's emotional state, messages, last
will and motivation. It is vitally pertinent as the beginning of the investigation to expose its content and motive
(Richardson & Breyfogle, 1947), to identify the psychological state of the suicide victim (O' Donnel et al, 1993), and
to prove the authenticity of the writing (Basim, 2012). Although the language, style, content, and intentions of each
suicide note differ, their general form and content are frequently identical (Basim, 2012).

Since 1957, linguistic analysis of suicidal text has been a growing field. Researches like; Clues to Suicide, 1957,
Genuine versus simulated suicide notes: An issue revisited through discourse analysis, 1982; An anxiety scale
applicable to verbal samples, 1961; Motivation and language behaviour: A content analysis of suicide notes, 1959)
etc., pioneered this concept. The goal of these studies were to find characteristics that may be used to distinguish
between genuine and fabricated suicide notes from a corpus of 66 suicide notes that Shneidman collected, half of
which were genuine and half of which were fabricated. The significant proportion of the early work concentrated on
manual analysis and detection of these features, or by concentrating on shallow text characteristics etc. In recent times,
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to identify emotions indicated with suicide behaviour there is considerable interest in applying natural language
processing (NLP) and machine learning approaches to find suicidal communications.

Analysis of emotions in suicide note is important to understand the psychological behaviour of the writer. Emotion
analysis is the technique of detecting and analysing the underlying emotions conveyed in textual data. The text will
be evaluated to identify the emotions behind the subjective data. It can be quite hard to ascertain the emotions that are
being represented in writing because certain events or situations can elicit underlying feelings. Emotions are not
always expressed through an emotive word but an emotion can also be expressed without using specific words that
express the emotion. Also, it can be very difficult to distinguish between different emotions solely based on keywords.

Emotions in a suicide note are analysed either manually or by automatic text analyzing software. The most
popular software for analysing suicide notes is LIWC software.

LIWC (Linguistic Inquiry and Word Count) is a lexical resource established by a social psychologist James
Pennebaker and his team at the University of Texas (Pennebaker et al, 2001). Its lexical data is kept in a dictionary
consisting around ninety word categories which classifies English words spanning from linguistic elements like
function words to psychologically significant categories, including emotions, cognitive processes, biological
processes, and as well as informal language markers. This dictionary can be integrated into a programme that analyses
a group of texts and reports the relative frequency of words from each category inside each text. The distribution of
these categories within the text can reveal information about the author's psychological state or reflect the author's
own circumstances. Each word in a statement is categorised to the appropriate category using a dictionary technique.
It uses the terms in its dictionary to count the number of times each word appears in texts. Words are often only listed
in the dictionary under the category that corresponds to their most common word sense. It assigns a score for each
statement based on the percentage of terms in each category (thereby by default correcting for statement length). The
software is extremely basic by computational linguistics standards. However, it is an often utilised research instrument.
This study attempts to analyse the emotions in a suicide note by both manual method and LIWC software.

The LIWC dictionary encompasses around 6,500 words. The categoriesation of words in are as follows;

Category Abbrev Examples No. of Category Abbrev Examples No. of
Words in Words in
Category Category
Word count wC - - Cognitive Cogproc Cause, know 797
processes
Summary Language Variables Insight Insight Think, know 259
Analytical thinking Analytic - - Causation Cause Because, so 135
Clout Clout - - Discrepancy Discrep Should, would 83
Authentic Authentic - - Tentative tentat Maybe, if 178
Emotional Tone Tone - - Certainty Certain Always, never 113
Words/sentence WPS - - Differentiation Differ Hasn’t, but 81
Words > 6 letters SixItr - - Perceptual process Percept Look, heard, 436
Dictionary words Dic - - See See View, saw 126
Linguistic Di i Hear hear Listen, hearing 93
Total function words funct it, to, no, very 491 Feel Feel Feels, touch 128
Total pronouns pronoun 1, them, itself 153 Biological process Bio Eat, blood 748
Personal pronouns ppron 1, them, itself 93 Body Body Cheek, hands 215
1* pers singular 1 I, me, mine 24 Health health Clinic, flu, pill 294
1sr pers plural we we, us, our 12 Sexual Sexual Horny, love 131
2" person You You, your 30 Ingestion Ingest Dish, eat 184
3" pers singular Shehe She, her, him 17 Drives Drives 1103
3" pers plural They They, their 11 Affiliation Affiliation Ally, friend 248
Impersonal pronouns Ipron It, it’s those 59 Achievement Achieve Win, success 213
Articles Article A, an, the 3 Power Power Superior, bully 518
Prepositions Prep To, with 74 Reward Reward Take, prize 120
Auxiliary verbs Auxverb Am, will, 141 Risk Risk Danger, doubt 103
Common adverbs Adverb Very, really 140 Time orientations TimeOrient
Conjunctions Conj And, but, 43 Past focus Focuspast Ago, did 341
Negations Negate No, not, never 62 Present focus Focuspresent | Today, is, now 424
Other Grammar Future focus Focusfuture May, will 97
Common verbs Verb Eat, come 1000 Relativity Relative Area, bend 974
Common adjectives Adj Free, happy 764 Motion Motion Arrive, car, go 325
Comparisons Compare Greater, best 317 Space Space Down, in, thin 360
Interrogatives Interrog How, when 48 Time Time End, until 310
Numbers Number Second, one 36
Quantifiers Quant Few, many 77
Psychological Processes Personal Concerns
Affective processes Affect Happy, sad 1393 | Work Work Job, majors, xerox 444
Positive emotion Posemo Love, nice 620 | Leisure Leisure Cook, chat, movie 296
Negative emotion Negemo Hurt, ugly 744 | Home Home Kitchen, landlord 100
Anxiety Anx Worried 116 | Money Money Audit, cash, owe 226
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Anger Anger Hate, kill 230 | Religion Relig Altar, church 174
Sadness Sad Crying, grief 136 | Death Death Bury, coffin, kill 74

Social processes Social Mate, talk 756 Informal language Informal 380

Family Family Dad, mom 118 | Swear words Swear Damn, shit 131
Friends Friend Buddy 95 Assent Assent Agree, OK, yea 36
Female references Female Girl, her 124 | Fillers Filler Imean, youknow 14
Male references Male Boy, his, dad 116 Netspeak Netspeak Btw, lol, thx 209
Nonfluencies Nonflu Er, hmm, umm 19

Figure 1. LIWC Variable Information
2. RESEARCH METHOD

For the study, a handwritten, six-page suicide note has been used. Automatic text analysis using LIWC
software and manual method were applied to analyse the emotions. The suicide note was uploaded into the LIWC text
analysis software for automatic text analysis, and the findings of words indicating emotions were extracted. The LIWC
codes the emotional words into the category of Psychological processes which is further divided as affective processes
(affect), positive emotion, (posemo), negative emotion (negemo), anxiety (anx), anger (anger) and sadness (sad) as
displayed in the figure 2. The suicide note's emotions were painstakingly extracted from the same text manually and
categorized the emotions. Then after, the two results were compared, and the challenges in emotion detection in both

the methods were explored.

3.

Category Abbrev Examples
Psychological Processes
Affective processes affect happy, cned
Positive emotion posSemo love, nice, sweet
Negative emotion negemo hurt, ugly, nasty
Anxiety anx wormed, fearful
Anger anger hate, kill, annoved
Sadness sad crying, gnief, sad
Figure 2. Categorization of emotions in LIWC
RESULTS AND ANALYSIS

The suicide note employed for the study is of 6 pages containing 801 words. The LIWC software extracted
the words indicating emotions. Out of 801 words, 46 words indicating moods and emotion were extracted. The 46
words were further categorized into 21 positive emotions, 25 negative emotions, 4 anxiety, 11 anger and 8 sadness as

dispayed in the following table 1.
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Table 1 — LIWC extraction of emotions

Word Affect | Posemo | Negemo Anx Anger Sad
well X X
lose X X X
lost X X X
loving X X
tortured X X X
cared X X
love X X
cheating X X X
lies X X X
beautiful X X
scared X X X
pain X X
destroyed X X X
best X X
rape X X X
abuse X X X
torture X X X
hurt X X X
partying X X
miss X X X
kissing X X
ignore X X
trust X X
embarrassed X X X
loyal X X
heartbreak X X X
threatens X X X X
cheats X X X
happiness X X
ready X X
appreciated X X
confidence X X
talent X X
bother X X X
cheated X X X
special X X
promised X X
engaged X X
selfish X X
cry X X X
loved X X
success X X
empty X X X
promises X X
alone X X X
vulnerable X X X

The LIWC results were compared to the manual approach, the following issues in emotion detection by LIWC
approach were discovered and discussed below.

3.1. Homonyms

The word ‘well’ is coded as a positive emotional word. Looking into the context, the phrase is ‘But I might
as well now as I have nothing to lose.” The word ‘well’ is not a single word here but an idiom ‘as well’. The LIWC
has miscoded the word to the word ‘well” which means in a good health / state.

‘Kissing’ has been coded as positive emotion. But, in the context, the phrase is ‘I am kissing my 10 years
career and dreams goodbye’. Here, ‘kissing’ connotes farewell which is a negative emotion but LIWC has miscoded
the word to the word ‘kiss’ which is a form of showing ones love.

3.2 Word Sense in Context

The word ‘loving’ is coded as positive emotional word. The phrase in the text is ‘... lost myself'in loving you’.
Though, ‘loving’ conveys positive emotion, in the context it conveys a negative emotion. The word ‘loving’ has been
combined with the negative word ‘lost’ reflecting a negative emotion.
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The words ‘cared, love, beautiful, best, trust and happiness’ are coded as positive emotional words whereas these
words in the text appears as; ‘I have never given so much of myself to someone or cared so much.’, ‘You returned my
love with cheating and lies’, ‘It didn’t matter how beautiful I looked for u.’, ‘I thought it would bring best in me’, “...
decided to trust you’, ‘All I wanted was you and my happiness’. These phrases reflect the writer’s expectations,
disappointments and her regret for all the love and care she had poured to a non-deserving person.

The same way, words like ‘partying, appreciated, confidence, success etc., are coded to be positive emotional
words but it reflects the negative tone of her expectations and disappointment.

3.3 Combination of Words

The words that are coded as positive emotional words are mostly preceded by a negative word which reflects a
negative emotion viz the word ‘promises’ is coded as positive emotion but it is preceded by a negative word ‘empty’,
the word happiness is succeeded by ‘snatched away’ indicating a negative tone.

3.4 Unnoticed Words

97.50% of words were present in the LIWC 2015 dictionary. Among 801 words, 20 words were absent in the
dictionary as listed in the table 2. 15 of the 20 words belong to affective processes, including 3 positive emotional
words and 12 negative emotional words.

Table 2 — Words absent in LIWC Dictioanary

Words absent in LIWC201S5 Dictionary
Matter Karthik Aborted
Gifts Lie Snatched
Shattered Chase Esteem
Function Disrespects | Selflessly
Deserve Presents Tone
Mentally Chose Goa

The words ‘matter, shattered, function, tore, aborted, snatched, etc.” impart negative emotions which are not
present in the LIWC dictionary.

The words ‘broken, affected, dead, crave, goodbye’ conveys deep negative emotions and the words ‘wish, dream’
conveys positive emotions. These words are present in the dictionary but still LIWC failed to code them as emotions.

3.5 Emotive phrases with Non-emotive words

Emotional words alone do not convey emotion; but, the combination of certain non-emotional phrases also does.
For instance, the phrases; ‘I am nothing’, ‘I see no light’, I wake up not wanting to wake up’, ‘I have no reason to
breathe anymore’ etc., holds deep emotions without containing emotional words. These phrases as it contains no
emotive words, the LIWC was unable to detect the emotion.

4. CONCLUSION

Every method of analysis has its own benefits and drawbacks. The results of LIWC showed that most of the
words were accurately categorised whereas few words were miscoded and few were unnoticed which were identified
in manual analysis. According to the statistical results of LIWC, 8.86% emotional words were identified; 4.12%
positive emotions and 4.74% negative emotions. According to the results of manual analysis; 0.62% positive emotions
and 5.61% negative emotions were detected. Though, most of the emotional words were accurately categorized by
LIWC, the emotions conveyed were not. The majority of emotions were expressed using non-emotional words, which
LIWC couldn't comprehend.

To conclude, LIWC is the most common software used for analysing suicide notes. A suicide note, unlike
other texts, functions as a forensic text that has direct applications in forensic linguistics and suicide prevention, thus,
it must be keenly analysed in depth. It is a general belief that suicide note is likely to contain words that are related to
suicide. For instance, dictionaries of suicide-related keywords have been used successfully to find suicidal blogs
(Huang, Goh, & Liew, 2007), despite the fact that there were a lot of false positives. Many researches have shown
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that suicide note contains more positive emotions than negative emotions. But, the fact is that the suicide victims take
up the decision of suicide due to depression and their chance of expressing negative emotion is higher. It is not always
the emotional words that conveys emotion but also the combination of certain words. LIWC does not do word sense
disambiguation or take into consideration the context of the words. So, just by extracting the emotional words will not
deliver the actual emotions expressed by the writer. Even minor errors in analysis will result in misconception.

Thus, the study suggests that, such text analyzing software and other tools have to be worked on issues
discussed in this study. The automatic text analysing tools are mostly for English language, the texts in other language
especially for Indian languages remains untouched for such analysis where the only way of analysing relies on manual
method. Thus, tools like LIWC has to be developed by the linguists for Indian languages too.
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ABSTRACT

Tamil is the oldest classical south Indian language that comes under the
Dravidian family and is diglossic. The emergence of different social media
platforms, increased accessibility to mobile devices, high-speed Internet and
ability to express in one’s native language have enabled people to express their
opinions and emotions on different aspects and instances. Opinion mining
helps to identify opinions from textual data, and it can be classified into

Keywords: positive, negative based on their sentiment. Very few works have been carried

out in mining the opinions expressed in Tamil, significantly less compared to
Tamil English. In this paper, the authors performed a study on Tamil opinion mining
Opinion mining utilizing a deep learning-based model called BERT. Due to the lack of publicly
BERT available datasets in the Tamil language, the authors extracted 200 Tamil
Machine learning movie reviews from various social media platforms and manually labeled them

according to their overall sentiment orientation. Furthermore, different
machine learning and deep learning approaches are used to compare the results
with that of BERT on the Tamil language. It is found that BERT outperformed
all other machine learning and deep learning models on Tamil movie reviews.
This study assures the suitability of BERT for handling computational
problems involving Tamil language.

Deep learning
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1. INTRODUCTION

Tamil is one of the oldest languages in India, which comes under the Dravidian languages. People
started to express themselves on social media platforms in their own native languages like Tamil, since the
increased availability of smartphones and high speed Internet. These massive amount of unstructured textual
data uploaded to the Internet contain plenty of latent information which can be extracted by analyzing and
computational processing for various applications. Opinion mining (OM) is a trending area of research that
identifies opinions from textual data by analyzing and processing the data. It can be categorized into mainly
three types: document level, sentence level and aspect level based on the level of granularity of processing. It
will classify the data into one of the three classes: positive, negative, or neutral, based on the sentiment
orientation of the text. This is a trending area of research with significant applications like social media
analytics, market prediction, reputation management, etc.

Understanding a natural language by a machine is a difficult process to tackle. Very few works have
been carried out in mining the opinions expressed in Indian regional languages, especially Tamil language, and
also it is significantly less compared to other foreign languages like English, Chinese, etc. [1][2] In this paper,
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the authors performed a study on Tamil opinion mining utilizing a deep learning-based model called BERT.
BERT is a transformer-based pre-trained language model developed by Google for language processing
problems, which can perform efficiently on language problems, and it supports 104 languages all over the
world. [8] This is because it is pre-trained on billions of textual data on Google books and Wikipedia, thereby
understanding the language syntactically and semantically better than any other machine learning models. In
this work, BERT is used to analyze the opinions expressed in Tamil on Tamil Movies. One of the main reasons
for the lack of work on opinion mining in Indian regional languages, including Tamil, is the deficiency of
benchmark datasets in these languages. Due to the lack of publicly available datasets in the Tamil language,
the authors extracted 200 Tamil movie reviews from various social media platforms like Facebook, YouTube,
etc., and manually labeled them according to their overall sentiment orientation. These labeled data are
preprocessed and then trained using the multilingual BERT model in the Tamil language, and overall opinion
about the movies are classified into positive, negative, or neutral. Furthermore, different machine learning and
deep learning approaches, including K-Nearest Neighbors, Decision Tree, Random Forest, Logistic
Regression, SVM, Naive Bayes, LSTM, Bi-LSTM, GRU, and Bi-GRU, are used to compare the results with
that of BERT on the Tamil language. It is found that BERT outperformed all other machine learning and deep
learning models on Tamil movie reviews.

Opinion mining on Indian regional languages, especially Tamil language is one of the less explored
area of research in this domain. Vallikannu Ramanathan et al. extracted 50 tweets from Twitter which are
movie reviews, and the authors used Tamil SentiWordNet to identify the sentiments of the tweets. They have
used the TF-IDF method for sentiment classification, and furthermore, they used domain-specific ontology to
improve their results. Sajeetha Thavareesan et al. collected 2691 Tamil comments from social media platforms
like Twitter, Facebook, etc., and created a corpus containing Tamil lexicons with sentiments. Tamil OM was
done and compared by utilizing the lexicon approach, ML approach, hybrid approach, and K-modes with BoW
approach and K-means with Bag of Word (BoW) approach. Due to the unavailability of code-mix Tamil-
English annotated datasets, Bharathi Raja Chakravarthi et al. created a corpus containing 15,744 comments
extracted from YouTube. This annotated dataset was used to compare with various ML as well as DL models
for OM. Bharathi Raja Chakravarthi et al. also created a dataset for multi-modal OM in Tamil and Malayalam,
containing 134 videos with manually given transcription for every video. Also, these transcriptions were
annotated with respective sentiment values for the task of OM. Sajeetha Thavareesan et al. used k-nearest
neighbor and k-means clustering classifiers for carrying out Tamil OM. In this work, the authors have used
fastText and BoW for embedding the Tamil movie reviews that they have collected and labeled. Furthermore,
it is found that fastTex is giving better results when compared to BoW over four experiments they have
conducted. Anbukkarasi et al. extracted 1500 Tamil tweets from Twitter for the task of Tamil OM. Unlike
other languages, in Tamil, syllables and dialects are different. Hence the authors have used a combined
character-based method utilizing the Bi-LSTM model in their work.

2. RESEARCH METHOD

The main intention of this study is to evaluate the performance of the BERT model in the Tamil language.
Various ML and DL models, such as LR, KNN, DT, NB, SVM, RF, LSTM, Bi-LSTM, GRU, and Bi-GRU,
were used to compare with the performance of BERT. These methods are concisely described below.
Decision Tree (DT): DT is one of the most popular ML methods which can be applied to both regression and
classification problems. A DT employs a tree-like structure to organize decisions and the potential outcomes
and repercussions of those actions. Each internal node in this diagram represents a test on an attribute, and each
branch the result of the test. A DT's outcome will be more accurate the more nodes it contains. Furthermore,
they have the virtue of being simple to use and intuitive, but they need to be more precise. [8][9]
Random Forest (RF): A huge number of DT's make up the ensemble learning technique known as RF. Each
DT in a RF makes a prediction, and the prediction that receives the most votes is taken as the result. As in DT,
a RF model can also be applied to classification and regression issues. The majority of votes are used to
determine the RF's result for the categorization challenge. In contrast, the output of a regression task is derived
from the mean or average of the predictions made by each tree.[13][14]
Logistic Regression (LR): Problems with classification in machine learning are resolved using LR. Similar to
linear regression, they are used to predict categorical variables. It can predict the outcome as True, False, 0 or
1, or Yes or No. Instead of providing exact numbers, it rather generates probabilistic values between 0 and 1.
[10][11]
Support Vector Machine (SVM): The well-known machine learning technique called Support Vector
Machine, or SVM, is frequently employed for classification and regression applications. But specifically, it's
employed to address classification issues. Finding the best decision boundaries in an N-dimensional space that
can divide data points into classes is the basic goal of SVM, and the optimum decision boundary is referred to
as a Hyperplane. Support vectors are the extreme vectors that SVM chooses to locate the hyperplane. [12][13]
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Naive Bayes (NB): Another well-known classification technique used in machine learning is NB. It is known
by this name because it is based on the Bayes theorem and uses the naive (independent) assumption between
the features, which is stated as:
poyixy P PO)

P(X)
Every NB classifier assumes that a particular variable's value is independent of all other variables and features.
For instance, if a fruit needs to be categorized according to its color, shape, and flavor. Mango will therefore
be identified as being yellow, oval, and sweet. Each feature, in this case, operates independently of the others.
[15][16]
K-Nearest Neighbor (KNN): Assuming that the new and previous cases are comparable, the K-NN technique
assigns the new instance to the category most similar to the old ones. The K-NN algorithm is used to classify
a unique data point based on similarity after all the prior data has been saved. This indicates that when new
data appears in the proper category, the K-NN algorithm can categorize it quickly. Although the K-NN
technique is most frequently used for classification problems, it can also be used for regression. [17][18]
Long Short Term Memory (LSTM): One major problem with ML models is the exploding gradient, which
occurred as a result of the collection of essential and unimportant data. A machine learning model that can
determine what information from a paragraph is relevant and remember only relevant information, and discard
any extraneous information. Gates are used to resolving this problem. Gates serve as an inbuilt mechanism in
the DL models like LSTM (Long-Short-Term Memory) and GRU (Gated Recurrent Unit), controlling which
information is retained and which is discarded. LSTM and GRU networks resolve the exploding and
disappearing gradient problem in this manner. Every LSTM network essentially has three gates to manage
information flow and cells to store information. Information is carried by the Cell States without disappearing
from the beginning to later time steps. An LSTM has three gates, viz., input, forget and output gates. Forget
gate makes the determination of what information should be carried and what information should be ignored.
After the relevant information has been determined, the information is sent to the input gate, which then sends
the pertinent information, which updates the cell states. After the input gate has processed the data, the output
gate is now activated. The next hidden states are generated by the output gate, and cell states are carried over
to the following time step. LSTM operates in a single direction. LSTM systems with bidirectional
communication are improvements over unidirectional LSTM. The Bi-LSTM aims to gather data from both
directions, from left to right and right to left. Most of the Bi-LSTM concept is identical to that of LSTM, but it
increases the models' accuracy. [19][20]
Gated Recurrent Unit (GRU): LSTM networks and GRU are similar DL models. A more recent variation of
RNN is GRU, where there is no cell state. GRU transmits information using its hidden states. There are just
two gates: Reset and Update Gate in GRU. Hence it is more rapid than LSTM. In order to prevent gradient
explosion, this gate resets the previous information. Reset Gate decides how much of the past information
should be forgotten. Forget Gate and Input Gate are combined to create Update Gate. The forget gate
determines which information should be added to memory and which should be ignored. In order to prevent
gradient explosion, this gate resets the previous information. Reset Gate decides how much of the past
information should be forgotten. [21][22]
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Figure 1 Overall architecture of BERT
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BERT (Bidirectional Encoder Representations from Transformers): As the name suggests, it is advanced
model of Transformer. BERT uses the encoder representatiosn from the Transformer architecture. This model
contains multi-head attention mechanism to deeply understand a language. It conditions simultaneously on
both the left and the right context to pre-train deep bidirectional representations from the unlabeled text. In
order to create cutting-edge models for a range of NLP tasks, the pre-trained BERT model can be improved
with just one more output layer. Bidirectional means that BERT learns about a token's context's left and right
sides during training. To completely understand the meaning of a language, a model needs to be bidirectional.
One of the significant advantages of BERT is its positional, sentence, and token embeddings. These
embeddings help the BERT model understand a language better than any other ML models. For many NLP
tasks, the BERT model can be enhanced by merely adding a few extra output layers, and hence it is the state-
of-the-art method for many NLP tasks. BERT is a pre-trained model, which means that it is trained on billions
of textual contents in Google books, Wikipedia, etc. So this helps to understand the context knowledge from
all the text data. Another advantage of BERT is that it supports 104 languages, including the south Indian
language Tamil. The overall architecture of BERT model is given in figure 1. [23][24][25][26]

The primary intention of this work is to evaluate BERT's performance for Tamil OM. For that, a Tamil movie
review dataset is created by extracting 500 Tamil movie reviews from social media platforms like Facebook
and Youtube. These reviews are manually annotated with corresponding sentiments. Positive sentiment
reviews are annotated with value 1, and negative sentiment reviews as 0. Example for positive and negative
Tamil reviews with their corresponding English translations are shown in Table 1 and Table 2 respectively.
Now, this dataset is used to do the task of Tamil document-level OM. The overall workflow of Tamil movie
review OM is illustrated in figure 2.

Table 1. Positive Reviews with English Translation
Positive Reviews
SOUILTET SFOMTET UL »w a6eiaaOOOAN .. @5 GUTETD LILHIS6T
QBTLIFFIING Ul HEVEUTLDS SIS ST
(Excellent quality movie & & 8 I ebrera OO A ... Wish you to keep coming with more

movies like this.)

S|BHEMOWITET LILID. Qeummlnmmen& @& HeoTm).

(Great Movie. Thanks to Vetrimaaran)

Table 2. Negative Reviews with English Translation
Negative Reviews
FLLID s@emnwn rsH.. @efl &md umn) UL a®G\&Hses
Fn M. @)6TeD QUFemIlD.
(If the law is not strict, we should not make films about caste anymore. More
to come.)

aledlemwl MIWSEIETTE @HS LILSH 6T HnSWINFSNS 2 6001
Luunsl
(If you don't know the pain, you can't understand the plot of this film.)

-'] -
N
% % H Preprocessing
Tamil Movie
Reviews |

Sentiment < Model Feature
Classification Training < Sclection

Figure 2 Workflow of Tamil movie review Opinion Mining

Once the Tamil movie review labeled dataset is created, it is passed to preprocessing stage, where all the
unnecessary details, like blank spaces, special characters, mentions, etc., are removed from the Tamil movie
reviews. Further, the cleaned reviews are input to the feature selection stage for selecting the most significant
features. Here TF-IDF feature selection method is used in this work. Unlike ML models, DL models
automatically extract the features without explicitly mentioning any feature selection method. Once the Tamil
movie review labeled dataset is created, it is passed to preprocessing stage, where all the unnecessary details,
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like blank spaces, special characters, mentions, etc., are removed from the Tamil movie reviews. Further, the
cleaned reviews are input to the feature selection stage for selecting the most significant features. Here TF-IDF
feature selection method is used in this work. Unlike ML models, DL models automatically extract the features
without explicitly mentioning any feature selection method. Now various ML and DL models, including the
BERT model, are used to train over the Tamil movie review dataset. In the final stage, the corresponding
sentiment of the movie reviews is classified into positive or negative.

3. RESULTS

In this work, a study on Tamil opinion mining on Tamil movie reviews is done employing the BERT
model and also with other ML and DL models. This work used K-NN, DT, RF, LR, SVM, NB, LSTM, Bi-
LSTM, GRU, and Bi-GRU models to compare the results with that of BERT. The results show that BERT
outscored all other models on the accuracy metrics with an accuracy of 84%. Most least performed model is
KNN with an accuracy of 58%. Table 3 shows the results of Tamil OM. The confusion matrix of the BERT
model is given in figure 3.

Table 3 Results

Model Precision F Score Recall Accuracy
DT 0.71 0.70 0.69 0.70
LR 0.84 0.82 0.81 0.69
SVM 0.88 0.85 0.84 0.70
RF 0.83 0.82 0.82 0.74
NB 0.62 0.60 0.59 0.69
KNN 0.41 0.40 0.40 0.58
LSTM 0.77 0.77 0.77 0.76
Bi-LSTM 0.79 0.79 0.79 0.78
GRU 0.79 0.79 0.78 0.78
Bi-GRU 0.80 0.80 0.80 0.79
BERT 0.82 0.82 0.83 0.84

& 2.1e+02 2.4e+02 [ 356
250
© E
Bl 1.2e+02 200
<
150
100

2.3e+02 1.3e+02 3.6e+02

Al

-50

0 1 Al
Predicted

Figure 3 Confusion matrix of BERT model

4. CONCLUSION

Tamil OM is one of the less explored areas of research where significantly fewer works happened
compared to other languages. One of the main reasons for this is the lack of benchmark datasets on Tamil
language to work on. In this work, 500 Tamil movie reviews are collected and labeled according to their
sentiments. A document-level OM was conducted on this dataset using BERT and other ML and DL models.
It is found that BERT outperforms all other models with a marginal accuracy value. BERT scored 84%
accuracy, while the next best-performing Bi-GRU got 79%. KNN attained only 62% accuracy, being the least-
performing model. Since the dataset size is comparably small, our models suffer from overfitting even though
dropout regularizations are added. The results clearly show that BERT performs well in the Tamil language.
In the future, this work will be extended with the expanded dataset for better results and remarks.
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ABSTRACT

A Morphology of a natural language is a more fundamental and important for
any language processing task. Morphological analysis of a word, in
agglutinative and morphologically rich languages, is the prerequisite for
processing text in higher levels. Models that are able to learn the morphology
of natural languages are of great practical interest as tools for descriptive
linguistic analysis and for minimizing the expert resources needed to develop
morphological analyzers and stemmers. Memory-based learning (MBL) is a
Keywords: machine-learning method based on the idea that examples can be used directly
in processing natural language problems. Training examples are stored. During
the classification process, the most similar examples from the training data are
located, and their class is used to classify the new example [1]. In this paper

Machine learning

Memory based 1earnipg the MBL technique has been used for the analysis of Tamil morphology. The
Instances based learning word forms collected from a tagged corpus have been used to select instances
Tamil morphology of segmentations. The application of memory-based learning to morphological

analysis is reformulated as a classification task in which letter sequences are
classifted as morphemes and their categories and morpheme boundaries are
identified. The generalization performance of memory-based learning
algorithms to Tamil morphological analysis task is encouraging.
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1. INTRODUCTION

In morphologically rich languages like Tamil, the word-based language models are not so helpful because of
its free word-order nature and out-of-vocabulary problem. The meaning and the category of a word depends
mainly on its constituent morphemes. So, identifying the constituents and their meaning within the context is
trivial for the analysis of Tamil words. It makes morphological analysis (MA) an important component of a
number of NLP systems for morphologically rich languages. The two important issues to be considered for
MA are: the segmentation of word into morphemes and the computation of the grammatical characteristics of
the overall word. The segmentation of word into morphemes is itself an ambiguous task due to the presence of
allomorphs and morphophonemic changes. There are different morphological analysers based on grammar
rules, finite state automata and machine learning algorithms.

Memory based learning has been applied to various natural language processing tasks like morphological
analysis and parts-of-speech tagging in English, Arabic and Dutch. [2][3]. The number of inflections in any
language is finite, all the word-forms can be listed for a given word, assuming the category of a word is known
like verb or noun.

In this type of learning, the classifiers keep the examples in memory, without creating abstraction in the form
of rules or decision trees. Generalisation is achieved for a new input pattern by retrieving the most similar item

homepage: https://tamilinternetconference.org



30 a ISSN: 2502-4752

in the memory. A word’s part-of-speech (POS) indicates its syntactic function within a sentence, e.g. noun,
verb, etc. POS tagging is an important pre-processing step for a variety of NLP tasks. POS information can
help to predict which words are likely to occur next, from knowledge of syntactic structure, (through language
modelling) in speech recognition system. It is also used in word sense disambiguation (WSD), machine
translation (MT) system and as an important part of general corpus-based linguistic research.

Machine learning based techniques have been applied to language learning and acquisition problems among
the NLP community. The major problems addressed by machine learning techniques are those of natural
language disambiguation appearing at all levels of language understanding process. These problems can be
recast as classification problems, a generic type of problem in the field of Artificial Intelligence.

Memory based techniques, based on the principles of non-parametric density estimation, are powerful form of
machine learning well-suited for natural language processing. Memory based learning (MBL) algorithms have
appeared in many areas of Al with different names: Similarity-based, example-based, case-based, instance-
based, exemplar-based, analogical and lazy-learning. MBL is a supervised inductive learning algorithm for
learning classification tasks. In this paper, we proposed and implemented memory-based learning (MBL)
approach for the segmentation of word, which identify the morpheme boundaries, and parts of speech tagging
which assign morph level grammatical categories.

2. TAMIL MORPHOLOGY

Tamil is an agglutinative and concatenative language, where morphemes are strung together to form long
words. Tamil is a verb final language with SOV (Subject Object Verb) pattern. The verbs can have a long
sequence of morphemes that express tense, mood and aspects as well as sense of assertion, negation,
interrogation, reflection, emphasis, etc. Nouns take plural marker to make plural forms, and they decline to
different inflected forms by taking case markers. Concatenative morphology in Tamil involves always
suffixation. This is represented as

Stem + (affix)"

where the superscript » means one or more occurrences of a suffix. Morphs are concatenated as suffixes at the
right of a word stem, to produce inflected or derived forms of words.

3. RESEARCH METHOD
Data set and selection of instances

For the memory-based learning approach, the CIIL Tamil corpus of 3 million words has been used as a base
for the selection of patterns. For training, the conjugated forms of verbs and the inflected forms of nouns are
collected. The Tamil morphological analyser [5] is used to predict the morph level categories (tags) and the
word level categories. Un-inflected word forms are omitted. The following table 1 shows the part of the tagged
wordlist from the corpus. From these word-forms, stems and suffixes are separated and the distinct suffix
patterns are stored as instances. The training data has 6450 unique patterns for various stem and suffix
combinations.

The suffix has one or more morphemes. Each word is marked with a minimum of one morph level tag and
maximum of four tags. These morph level tags contribute to the meaning of the entire word. The stem category,
such as vb (verb), abn (abstract noun) etc. are marked. For this model, 7 stem types, 15 characters for suffix,
and 70 morph-level tags are considered. These morph-level tags are useful to interpret the actual meaning of
words according to the stem category.
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Table 1. Morphologically analysed word forms with morpheme level tags and word level tags.

Filename Word Tagword Length Root Suffix Num
5AP .2 R E5E0 b _vb_&5_psi_o _vp_ <NVvp> 7 52| TR S50 1
S5AP a‘ugg,gémmcqe‘mm @gg,g;@ﬁmivbis.i&iinfimmmipar17<NVi>, 13 SIREsEie  &&pem D 1
5AP BITHEED oim vb 55 pst e vp <NVvp> 6 T E5D 1
5AP SIS e @@ _vb_o_pst_e_vp <NVvp> 5 S o 1
5AP e Cor vb . pst o vp <NVvp> 5 e Y 1
5AP SIMES &R 1D aim vb &&. 9y inf_cup b part <NVi>. [ g && 910 1D 1
S5AP om ) B ei By oar))_vb_@e_psi_.ay_rp_<NVrp> 5 o) ot a1 1
5AP s sz vb &5 pst o vp <NVvp> 6 iy el 1
5AP QB D6 Qf) tr_opbee nvp <NVnvp> i @@ D10, DI 1
S5AP SIRES BaIn 1D a@ig vb && 9 inf_s b_part <NVi>. [ a1 &5 pEID 1D 1
5AP LDy eg;_i;ivb ) @& pst gy rp <NVip> 5 ) Beiis 1
S5AP o fp L @) o e CC vb @& vpm_<NVvp> 6 [N N 1] 1
5AP ogUe O@U_vb_r_psi_s _vp_O<NVvp> 5 =Tl ' 1
5AP C@b@hse L@@ Vb k5 pst_o_vp_<NVvp> T C@HE o 1
5AP SIMES IR 1D ai vb &&. 9y inf_cup b part <NVi>. [ Qg && A0 1D 1
S5AP o). By oar))_vD_gy_inf_<NVi> 3 o) B 1
S5AP SimiEe @iy vb_ g5 pst o vp <NVvp> 5 iy S50 1
S5AP a1y B o) al @ vb gy inf _<NVi> 6 [T ) [ 1
5AP aimsEn aimy vb_g5_pst o _vp_<NVvp> 5 aigy S50 1
5AP DTRmESe o vb 55 pst & vp <NVvp> 6 -] G50 1

Table 2. Morphemes at different levels with tags

The text file of the CIIL corpus is tokenized and the words are morphologically analysed. In table 1, only the
morphologically analysed verbal forms with morpheme level tags and word level tags are shown.

M1 Cati Suffix M2 Cat2 M3 Cat3 Catb
jal s E-TR ppn 16 186 loc NNloc
Loy T D) T D& abn =) [+ acc NNacc
o e 8l &5 vb By & pst Wy p NVrp
s g vb 55 061 0T DL S pst D&l o TE gar {pnhup NNplu
B T B F By IT hn & pydr & pyar plu NNplu
oL me@oe S5ETpPN S5 S5m  iace NNacc
Qr’r:.&l,éé@u'_l& ian E5m® iS5 acc NNacc
&) D DyeIcTET ) abn & DT Eh60 & Dyl plu jori] loc NNIloc
Bio vb 59 b5 pst o p NVrp
[T abn SzfReg.g e 56« abl S-o 61 emp NNemp
&éq&éﬁmﬁgﬁ hn Bler B gen NNgen
jol e vb B D50 %9 pst DG 3sn FV
Sgeam vb Bgy a pst uimy p NVrp
U5t oy Ty T abn & BT & pyar plu NNplu
_m@r'rél\__ré,&;& abn 55 @& b 5586 loc [T inc NNinc
& BdbEn abn wiEee b wiEes loc [ BT inc NNinc
.9 1D B 10 B abn £5 @0 b is@a iloc oib inc NNinc

In the above table 2, the morpheme M1 is the stem and Catl is the stem category. Cat5 is the word category.
The distinct suffix forms are selected as instances and stored.

In Tamil similar suffix characters occur with different stem types. A particular stem may belong to a noun or
a verb, but the suffix differs based on the type. Instead of using only the suffixes as instances for identifying
the root and suffix boundary, the concatenation of three characters from stem ending and upto five characters
from beginning of the suffix are used. This character sequence is given in the ‘Boundary’ column, in table 3.
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Table 3. List of roots, suffixes and boundary with left and right context.

1 |Root Suffix Boundary

2 | G5 By, 186 Buigy, ter B

3 g F = T2y & e

4 oo el gEs Blui oy S EE Sy

5 O 55981 HTEDd | o RTE5 a1
6 | T DF BT & |dr & T +HE oyt

T Lo sydBie 55679 556 Siotisien

8 OroEsQuiey 5583 Suistisiem

9 | &b aaiadrE) & odr@a erar )+ oydr B
10 | Gie. B9 8o thig

1 &g a 55Qe05 5 | popt55005
12 | yeiard & o & oyt Bhear Loyt Eheir

13 gnio b sige B tHi sge
14 | g em By et EuLg

15 | hoshb o &8 o & _odr & n & _odr

16 BETe o &9 SEEdn b &5 t55 860
17 | & 2jdigm WiElein 1D e HuEbo b
18 | & ooy 55860 b S t55 0

4. TRAINING

Memory based learning is a form of supervised learning, where examples are represented as a vector of feature
values along with an associated category label. Features define a pattern space in which similar examples are
associated with similar category. Several features can be associated with the same category which enables
polymorphous concepts to be learned. During training, a set of examples is presented to the classifier and added
to the memory. In non-parametric estimation, it is assumed that similar inputs have similar outputs. Finding
the similar past instances from the training set using a suitable distance measure and interpolating them will
find the right output. Because of the need for large memory and computation, this approach was not popular
earlier. With advances in computing and memory, such methods have become more widely used recently.

In memory-based learning, all the training instances are stored in a lookup table. Given an input, similar ones
should be found from the table using a suitable distance measure and interpolating from them to find the correct
output. This technique keeps typical instances for each class. An instance consists of a fixed-length vector of
n feature-value pairs, and an information field containing the classification of that particular feature-value
vector. After the instance base is stored, new (test) instances are classified by matching them to all instances
in the instance base, and by calculating with each match the distance, given by a distance function

The memory-based learning reproduces the classification of training data flawlessly, as long as there are no
identical training instances in memory with different class labels. In morphological analysis, the NLP system
produces segmentation for which it has multiple interpretations, and it must decide which interpretation is
appropriate in the current context. In order to resolve this ambiguity, it is necessary to consider two or more
semantically, syntactically or structurally distinct forms based on the properties of the context. In
morphological segmentation application, the ambiguous suffixes are assigned correct category based on their
stem type. The training data set has 6450 unique patterns for various stem and suffix combinations. They have
a boundary information with left and right context. So they can predict the boundary in given input character
sequence.

Memory based learning (MBL) is based on the idea that learning and processing are two steps, where learning
is the storage of examples in memory, and processing is similarity-based reasoning with these stored examples.
The similarity between a new instance X and all examples Y in memory is computed using a similarity
metric (that actually measures distance) A(X,Y). Classification works by assigning the most frequent class
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within the k most similar example(s) as the class of a new test instance

5. MORPHEME SEGMENTATION

For morpheme segmentation task, the training data with sequence of 6 characters are prepared, in which 3
characters on the left of the boundary and 3 characters on right. The presence of a boundary is marked. In this
task, the character sequence is added with word beginning and word ending information as additional
characters. The word is analysed by taking a sliding window of 6 characters and they are matched with the
instances stored in the memory. The matching sequence indicates the boundary information.

6. RESULTS AND ANALYSIS

The basic metric that works for instances with symbolic features is the overlap metric which is used to estimate
the distance between instances. The distance between two patterns is simply the sum of the differences between
features. The classification (morphological analysis) of the test instance is taken from the closest match from
the memory instances. The performance is measured from the precision and recall estimated from morpheme
categories predicted correctly. This system maps the letter sequences in context with the categories and
boundaries. When multiple matching instances occur, the output will be a sequence of morpheme boundaries.
The application of this method produces the boundary between stems and suffixes, boundary between
morphemes. The accuracy of segmentation for longer wordforms is greater when compared to short words.
These experiments are conducted with varying width of context. The results are compared with the actual
segmentations performed with rule based morphological analysers. The output of memory-based learning
technique in segmentation is 96% accurate and 92% accurate in morph level tagging.

7. CONCLUSION

The morphological feature of Tamil, which is agglutinative can be easily analysed using memory-based
learning techniques. As the segmented and tagged data is available for training this algorithm, the grammatical
features of the morphemes are also identified. Both the stemming and morpheme segmentaion tasks can be
performed with this approach. The longer contextual information produces more accuracy than shorter context.
The short suffixes have multiple interpretations.
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ABSTRACT

In Tamil grammar, Conjugation (Punarial) is the spelling of the
change in pronunciation that occurs when two words are joined. Of the two
words, the first word is called the position term (glenev@omys) and the second
word is called the derivative term (au@@omys)). When these two words are
combined, the state in which no variations appeared in the generated word is
called natural formation (Quer yewrigd), and when variations (appearance,
destruction, and distortion) appear in the generated word, it is called strain

Keywords: formation (afgmyLi yewgé®). To learn this grammar, we propose a rule-based
Punarchi vidhi computer-assisted language learning system - a kind of interactive learning

. . method that makes the students improve the efficiency and effectiveness of
Transliteration, learning, which can improve the quality of grammar comprehension. As
Tamil Grammar Bhavananthi Munivar mentioned the Punarchi rules in the book Nannool, we

developed the system with a few such rules that are frequently taught in
schools. We have used Unicode character encoding to display Tamil
characters. We have done English to Tamil transliteration to make Tamil
typing easier. Since the developed system is a rule-based system, the accuracy
is at its highest potential.
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1. INTRODUCTION

Tamil is one of the longest-surviving classical languages in the world natively spoken by the Tamil people of the Indian
subcontinent. It is a morphologically rich language [1] and has well-structured grammar. But at the same time, it is a low-resource
language. Many works are carried out in the process of Tamil computational linguistics. As a part of it, we propose an approach to
work in the context of the development of a computational Punarial (yemrig®) grammar for Tamil words, which will make the
students improve their efficiency and effectiveness in learning this grammar. In Tamil grammar, Conjugation (yewijs®) is a
change in pronunciation when two words join. The first word is said to be a positional word and the next word is called a derived
word. When two words are joined, variations such as the appearance of a letter or the final letter of the word changing to another
letter or the disappearance of a letter occur. This state of variations in the conjugation is called strain formation (afgryLi Ljesrid®).
The state in which words are formed without variations is called natural formation (Quedry jewrig®). There is certain grammar to
be followed when two words are joined together. Bhavananthi Munivar has mentioned more than 100 Punarchi rules in his book
Nannool[2, 3]. We have developed a system by implementing eight such grammar rules.

2. CHALLENGES IN DEVELOPING PUNARIAL SYSTEM
Some of the following challenges are faced while developing a Punarial system.

1. Difficulty in understanding the Punarial Grammatical Rules.

homepage: https://tamilinternetconference.org
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2. Nowadays the computational approaches of Natural Language Processing is moved from rule-based model to data-
driven models - statistical, machine learning, and deep learning models. For this, a large volume of datasets is
required. But for this Punarial, it is yet to be created.

3. Most of the computers people using has English Keyboards. It enables us to type English characters. But to get
Tamil characters, the transliteration of English to Tamil is required.

3. THE PROPOSED ARCHITECTURE

The proposed system architecture is shown in Fig.1. The user interface is designed to interact with the user. It takes two
Tamil words typed in English as input. It displays the transliterated words of input in Tamil, the predicted output of the word after
applying the Punarial rules and the list of rules that have been applied for the given words. The transliteration system is to facilitate
Tamil typing. It converts English letters to Tamil letters. The fuzzy-based Punarial system takes two Tamil words, understands the
words with the help of pre-classified Tamil letters, applies the rules of Punarial to produce the resultant word.

Tamil Letters
Classification

r

& User Transliteration i Punarial System
- H I L
Interface System
User 1 Pattern Pattern
Recognition Generation
'y
Knowledge
Base

Figure 1. Proposed Architecture

3.1 Transliteration System

Transliteration[4] is a method of mapping text from one script to another that involves swapping letters. In order to make
Tamil typing easy, the letters typed in English are transliterated into letters in Tamil. Table 1 shows the equivalent English letters
of Tamil vowels. When the letter “a” is typed, the transliteration system converts this to *“ o “. Likewise, for the Tamil Consonants,
the equivalent English letters are shown in Table 2. The compound form of a Tamil letter is combination of Consonants with
Vowels. For the consonant “s “, the compound form is shown in Table 3.

Table 1. Vowels

Tamil Vowels @A || Q| F| e || o | g | @ | @ | @ |T|

Equivalent English Letters a aa i ee u 00 e ae ai 0 oa | au | h-

Table 2. Consonants

Tamil Consonants s | m | & |6 | s | b | 0| w|w| g e |all|lp|er| p|ew

Equivalent English Letters k Ing| s |n|th|n|p | m|y|T 1 v|zh L |R|N

[73x1H)

Table 3. Compound Letter for the Consonant “s

k > &
k + a -> E:3
k |+ |aa > &7
k |+ |1 > &
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k |+ |ee >

k + u > &

k |+ |oo0 -> N

k |+ |e -> AF3

k |+ |ae -> Gs

k + ai -> %

k |+ |o -> Qs
k |+ | oa -> Gamr
k |+ |au > Osar

3.2 Punarial System

The Punarial system is a fuzzy-based system that works on the levels of possibilities of input words to achieve the definite
output word. The Tamil letters are pre-classified into o uf5 erpgg), Guwi erpsg, o uiGwul e1pSsH, GMB®, CBLYe, Hs,
aevallarLd, Gloewedlarid, @ e uflarid, etc., The classification of Tamil letters enables the system to recognize the pattern that exists
in the position word (first word) and derivation word (second word). The knowledge base is constructed with a collection of fuzzy
if-then rules that formally represent the knowledge of Punarial rules to be processed during approximate reasoning. The eight
Punarial rules that are implemented in the proposed work are shown in Fig. 2. The Pattern generation applies the rules one after
another and generates the conjugate word. The order of placing the rules are also placing a major role in the system. For example,

Raule Mo Bules

1 2t st Brost 2 o7 sums @noyeus [FweseEos

2 Haw &R0 (osT priny 2 of feud e Go (Fe

3 3. 7. 20 sud! weleyd aener = uf fauyfleraisyis, arppsir
Prarafigeniowyd 2 v Fardflsir 2 150 1R GlowiblwsirnTEb

4 2 ufl geuflair 2 Zmmer Cleowiafl e Br_m{Hd weabaf sir Eiwrres
apmnjion SlonrGaranyd

5 Ly GlorwT wpewr (Bew Gliosireniouyet Gsremmyio

5 blmg Geur® Fuirss blsrL0E mronis oeiseneT Lnblaurn
Dol fis Feunonienio ofls3Geu

5 (Flwrstflan b sfl Boflgnid §lawm e uflgosy S50 10 HLoalls
SUTEH ST Lo ST

g BensGur® Bensut tinand Gsflsir glensvefn ayef 76)iows
s=aibleuTpay FEissys nemd swsesuTs Bfsayt apblp

Figure 2. Punarial Rules

for the input words “sewr + @enio”, if rule 1 “o.1_ed G 2 ulf eupg epmiaig @ueaGL™ is given before rule 2 “sefls@hla wpar
e o uljufar @u @b, then the output would be “senfleno™. But the correct order is after applying rule 2, rule 1 should be
applied. Rule 2 changes the input words to “seiressr + @ewio”, which makes rule 1 generate the output to “sawenfleno “. On
adding a new rule, the system must be tested once again to ensure the correctness of the output.
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4. RESULTS AND DISCUSSIONS

The system is implemented in Java. The test data are collected from school textbooks and websites. The system is tested
with 72 test samples. The predicted output is the same as the expected output for 69 samples and brought the accuracy of the
proposed system close to 96%. The sample output of the transliteration system is shown in Fig. 3. The predicted output that is the
same as the expected output with its applied Punarial rules of the proposed system is shown in Fig. 4. For a few test samples shown
in Fig. 5, the results are not expected. It is because the system applies more than the required rules. The screenshots of various test
samples tested in the proposed system are shown in Fig. 6.

. i Second Transliterated | Transliterad
First Word ; f
Word First Word |Second Word
appaa udan 2YLILIT 2 ¢ &
aangku avaREul BT 2 ST M ST
aaBu paalam =0 LITRLE
uvarviu adain-thaar 2_iiFsy S L_BS T
wyir ezhuththu 2 uiT STL S S
ul. onBFu 2 & ]
ufavu arhaku = e DLp
unnai allaal = SITSm ST I SV TED
eddi kaav STL_L3 & TS
Ornai udan = (TH SN LD 2.t &
oadi senF.aan Py ol FsiT ) T
kalN arhalkm & SHT =2/ LD
kalN aayiratm & ST (@lanLc
kalN Aavirarm ST oy, Wil Tes
kalai aRrmu & ST ED =y 7y sy
kal.iFu vaanai = sifl my LI T & &7
kanaa kaalam FETT ETELD
kaadu tHaram & TR LOTLD
lcaadsi arhalm &L LD
kiNaRu thaval.ai Elsmrry & R ED T

Figure 3. Output of Transliteration System
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Transliterated | Transliterad . Applied
First Word Second Word Espectol (Fatunt Pradiciod (ot lgll-.’ltes
LT = _sur S LTEIT LT Dy LT T Ey ST 3
My Limeunh oy B my e rTen s =y my e rTsneh 7
2_wiFay SN BETT 2 WFSaENL_BETT 2 WFsusni_BETT 14
2_uild STUos5 2 uilGlrue s 2 uilGlras s 1
2 & spaiTay .Lsr}@srr’rﬂ'rg,r 2 iz STTSTH I 1.2
2. n s MDD 2 DD S 2 DD =
o sTEnET 2y E0 LTS 2SI ST L S0 SO TS 2 SIS ST L F0 ST S0 3
sTL i E STL 13 FEETUT STL 13 ZETUT 7
SHOHEDLD = ¢ s FOH S LD L ST SOHEOLE LT 3
sprg olesirm mear sp1g. &0 Fairn TEir g F6lesirm Tsur 7
ESHaT DIDS EEATERTLE (5 ZETERTIE S 1.2
& ST Ziewes T ST ST ST LD & ST ST S LD 1.2
s L s e b Sl = srTenT Ty Tt 1.2
e il ey T Eam e gl ey
e T s & s mx) s Ten e ST D2 W T s e 4.6
ST TS ESHTEETOLE ESHTEETEULE 7
=7(H oged &ETE (RLomsb ETL (RO LS 6
ETLF LS =T _Fwipes ST R 3
Sl enray S Tn ST SlemmD oS SasnaT Sl e S S e sn ST 6.7
Epis BTH ZpETEH ELBTE 8
i =S ZifzL 0 EifmL st g
SIS TS 5 T E W T 5 0 Ty 4
C=Tm EXokg Csr Huflos S Hudlg 14.6
G Fiemep Beaflsmegp Bxuilsmep Brablsmyp Bxuflsmp 3
Gz VIS Bxsueg By Sasurg Bawrig 3
B=ray ZEmEaT CarpayEsensy SErhayEsensy 6.7
i i Foutlw g Fouhl wmeg) 3
=2 S W ST LT L T ST ZwremenTe LTS FwranenT L Teur 3
Glspim Grogss BlgaGrogw | GlparBinr GlgeBogs | ClgarGingem 8
Glsmim EipZs ClgeEpis | ClgairEipsas ClgaEpis | tleairE L g
Glsmiem LTSS GlgsbirTeamy | ClgemiirsdTiy GlgsorTsariy | GBlgsorrenTiy 8
ClsmE FHeod blssised] [ blseres Glsstawiod! ! Glsag B
LrsuT Famar LrsuTFFsmar Lrsu TS smEy 7
LIsuT ripd LranTi i rpad LrsuTeieapeh 7
Lrmeg Bz ig surmair LTy E B35y s TeT LT E B E g ST TET 7
[FF] Glirwrsd gy eiBlesarso el st 7
7} DS Lo oo 3
Ly GleETig Lmrtlsrg | yE£Glsmg mrelsmg | g E£0lETg T5
Ly LA TEU TS gyrbrsTaurel [ ggri il gprbrreuTel [ gpii el 725
o E il LEsefs [ yssers ussens [ yssefs 7.5
i Smme e 1t gnCsTe o8 [ s Gamme’e 8 | gnGsri’e 8 [ ggmBamite oF TS
Ly TSP Ly ErFn L EFnemE_ Ly s FnEn LiEFn oL 7.5
L Glsrg uEblzrgs | yuIblsrgs usblsrgs | uItlsigs T.D
=3 Glag penblog | g fClmg Ly bolag | LGl Ty
Ly Brrensw Lyish Barener | gFfBsranaw e Goersmsu /| L FBsransw =)
[ 2 suELD Ly ausiD Ly susLs
£y =y, 50 Ly TS0 LysiTED
GlirmamsT Flwse Gl Tos sd wed Glirmapemwad
Brsmesw JE Y] SBrymawalle_16 Brormewedl b
LoE(Basr ol e e o & (Basr i Ll w susiv tos(Res ol flwrsust
Logwf! e Lo EwT LD Lol LD S
Lo 23 B EE osefluig 555 woenflurg 555
Lo smEy Lipid LosmswLTLoD LoSmERLTLILELE T
T Fremsu roTaflanew rorafiana 3
oFs DD TT LoTFEnmTF LoAFED DT 1.4
(LT (E TS ST uprl (RESTsnET prl (RESTSHET 6.7
Breges =Ty Swasspyy | SwersTnaoy Swasrngy ! Swsrsshay g
Brogies e Grogprd Grogyrd 1.8
SL_ES ElioEs s ElipEas st _SlipEs 8
UL B Cropes sur_ B sur Bropes 8
S Zm Seumizi 16 sl _BeaumiEe ih sur Beumize i 8
sy L suufl el F e ] 6.7
s HL_1h surflEse 1o s flSHL LD 7
SUTENED Bm Ty suTenieS Bs Ty suTenips BsTiiy 7
auTEwLD STEOETLE s Tamhioab e TLE suTETol Lo aten TLE 1
af 5 Sym'e 16 A HECsm L 1h ol (REGsTi 15 6.7
Barst TN B 5 T SHT BeblavssTair Beullewd 55 7T 1
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Figure 4. Punarial System (Correct Output)

Transliterated | Transliterad ; Applied |Correct
; Expected Qutput Predicted Output i
First Word |Second Word Rules Rules
ZHS ST ZensEy E55 5T FES GBS EETL I mIEE 146 14
BT(H STEUEUTLE Bl _sbawTid B Gl _steumen 146 4.6
BT WITSH BT ILITH ._'5.'1']_.LQ_[LI"T§ 146 46
Figure 5. Punarial System (Incorrect Output)
(& — o0 x| = — B A
[ LT A endl e
Enier Frsi Ward ‘oni Entes First Wera =10
Exler Second Wied - Eates Second Word 1o
Wends i Farnll (Tramsie ted| aUmEss + s W i Tl | Temasilisated) sem o+ @
S LML il inamsPnamn
Edmar I r-'l'l‘l‘ﬂ;"alﬁl
| pebgmpen  sLE Guosh ulll eaksy geiipeim s U EeRemne e G Cus SeTE by quibayeud sty
poomegEnd  aaldadic g gree eaiosfide SCEn
Rule 1 Ruleland2
& - O K i - X
urng sl cElaen Lueat iR cifiin
Exter First Ward arhnay s B s |
Ebir See ot Word arhsku Tt bt Wt o |
Wi i Tarmil [Tramsie ratad) abe + MBS st o T ] 2'f e ‘
eiflanL SEADE L LTS ‘
el e
mairgney 0 aiGeafidr e hmmes QulieiC SUnfin | pEg B0 g osagd v ufediiaingd npd Sedamouyh teiedE 1Lio] RedOuiming
Rule 4 Rule 3
- H K i; o o%
it cidien i o sk
e L i T N
e becomd o B ‘ e e i
Vet b Tl T e wify + M 'i Wty T rasirang, Cade + highe
|
i
(i oyl | s ke Gambdy
' !
s | e
| g Daq e} (h da s s susEa Lptor) SR Solpen sl i 1 g S Hawg Gitvgh daf Basy el ity Pase’ ragl o
> pages Bundms dfdah Sy e s Uyicy oy sals i
Rule 6 and 7 Rule 8

Figure 6. Screenshots
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5. CONCLUSION

A rule-based computer-assisted language learning system for grammar Punarial is proposed. In the book Nannool, more
than 100 Punarchi rules are mentioned. The challenge is the requirement of linguistics knowledge of grammar Punarial rules. So,
the proposed system is implemented with only eight such grammar rules. The developed system is tested with test samples. It is
found that the accuracy is at its highest potential.
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ABSTRACT

Natural Language Processing interlinks a computer to the language.
NLP facilitates the language for learning and employing the related
applications. The NLP tools improve grammar instruction and
understanding of the language. Tamil language of Ancient period
differs from the modern era language words. As Tamil language is

Agglutinative in nature, ancient morphology is complex. An ancient
Tamil phrase may also have a base word with the additional affixes
Natural Language Processing that are connected together. The problems include framing rules for
Morphology adding and removing suffixes and morphological replacement,
Ancient inscriptions complex verb and noun patterns, word beginnings and endings, and
Tamil language poetic scripts are more complicated. In this work, we discuss the
Grammatical rules strategies for grammar analysis, character analysis, analysing
Linguistic categorizer morphology, word level analysing, and verbs, adjectives, adverbs,
position suffixes for the analysis at the sentence level that were
created using technology based on NLP for Ancient Tamil language
texts extracted from inscriptions. The disposition of lexemes with
grammatical rules also discussed. The proposed NLP technique of
Linguistic categorizer classifies the words into grammatical term
categories when analysing text and rules for dissociating of linguistic
words in a script. The taxonomy structure of ancient words along
with syntactic and lexical analysis is formed. These are quite
beneficial for the inscription learners and researchers to comprehend
the framework of ancient Tamil language's character, word, and
phrase structure in an unconventional manner.
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1. INTRODUCTION

The state of the art Natural Language Processing is exited to discover how to use NLP methods for
the low-resource language. Naturally, it is rewarding to preserve the oldest language from classical antiquity
in the digital sphere. Even for English, scaling the approaches is a challenging task. It is considerably more
important to use conventional techniques for morphological analysis given Tamil's complexity. Tamil
language are a long way from becoming useful because of the lack of data and need for far greater language
resources than English to handle this complexity. In relation to language, morphology is the study of
syntactic organization and grammar. We confine ourselves to the examination of the effects of suffixes for
the sake of this discussion. We focus solely on the investigation of how suffixes affect the word structure.
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That two words are not simply concatenated is the initial idea. The majority of Indian languages have this
characteristic, known as sandhi, where the concatenation is indicated by a minor change in writing.

The morphology of classical Tamil is extremely rich and agglutinative. Numerous natural language
processing systems have been developed with success using the protocol-based methodology. It can be
difficult to deconstruct these combined words in the field of natural language processing. When analysis is
performed on a more oldaged and morphologically rich material, such as Tamil inscriptions, the complexity
significantly rises. The various difficulties we encountered while attempting to examine the syntactic and
semantic features is listed in this work. We also point out the various adjustments that were made to
overcome some of the challenges and potential adjustments that might be made to increase the accuracy in
the target domain. The task of automatically capturing the agglutinative structure of old Tamil words is
difficult. The current work focuses on the design and creation of natural language processing methods for
historic Tamil and presents its findings in the conclusion.

1.1. Related Works

Selvaraj et al [2] proposed a spellchecker using NLP for Tamil language. The work used spelling correction
algorithm using minimum edit distance and suggests a probabilistic and most likely words. Preprocessing is
done. Matrix formation algorithm and N gram algorithm is used and for some characters LSTM is tried out..
The dataset used is news corpus Tamil text-7M.txt with comprehensive dictionary. Kengatharaiyer
sarveswaran [1] proposed a morphological parser known as Thamizhimorph parser for Tamil. It is developed
by FST models with Foma C library and compiler for developing FST. The data set used is Tamil text book
and Tamil Universal Dependency tree bank version 2.5 which has 3300 lemmata of Tamil verbs, 80000
Tamil nouns, and 3023 words were analysed from UD Tamil tree bank. This work developed a meta
morphological rules, verbs, nouns, orthographical rules with 84.7% accuracy. No benchmark resources exist
for evaluation of NLP Tamil and POS tagger is not merged for verbal constructions and complex verbal
inflections.

M.Rajasekar et.al [4] proposed a factored method as smart morphological analyser. The work discussed
about Tamil language machine translation, provided ML linguistics and considerable ideas about Tamil
syntax, POS tagging, splitting affixes, finding noun and verb, identification of morphology, linguistic syntax.
Some of the grammatical forms of the word and morphological noun term classification were done. It is
tested with 1382 noun words and 1098 verb words. The work is just an outline and not deeply discussed.
J.Benita Antony at al [5] proposed a work on morphological analysis of Tamil Siddha biomedical texts. This
deals with orthographical features of language. In this work there is an issue with ambiguity for correct tense
and here dictionary is not used.

R.Akilan et al [6] proposed a work on morphological analysis for classical Tamil. The work states a rule
based approach. The dataset used is classical Tamil tests of 3257 words with an XML file. This involves
preparing a tagsets, rules, used dictionary issues with same syntactic structure and form. The work shows
83% accuracy. Lack of sentence sequence analysis and not able to analyse the texts based on semantic rules.
S. Lushanthan et al as in [7] proposed a morphological analysis for Tamil language. Here morphological
analyser generates word forms at a particular context and surface forms. It describes only nouns and verbs
and uses orthographic rules of Tamil. Totally 2000 nouns and 96 verbs, 80000 noun surface forms and 17166
verb surface forms were processed. The data set used is parliamentary notes that handle two-level
morphology with Xerox tool kit. It is FST based and transliteration scheme is defined. This work has not
used negative forms, does not consider spoken Tamil and does not focus on sandhi rules and that is not
modelled.

Rajendran S et al [8] have proposed morphological analysis for Tamil. The work involves training kernel
methods and sequence labelling. It works with morphological features and non linear relationships. The flow
comprises of preprocessing, morpheme segmentation, finding morphemes and grammatical elements
identification. It used 130000 verbs and 70000 nouns and tested with Amrita POS tagged corpus. Here
morpheme dictionary is not used. Vasu Renganathan [9] proposed a work on English-Tamil MT system. It
provides syntactic structures from syntactic parser, basic transfer rules from English, MT framework with
morphological tagger. It identifies suffixes for literary words in Tamil where it is an interactive approach.
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Dhanalakshmi et al.[10] proposed a grammar learning and teaching NLP tools for Tamil. The work proposed
learning letters, words and sentences. The development of character analyser, morphological analyser,
morphological generator, verb conjugator, POS tagger and dependency parser are done. The dataset used is
Dinamani news paper, Yahoo Tamil news, and Tamil short stories with 350000 words. They have developed
ML techniques with NLP tools and corpora. B Kumarashanmugam [11] proposed an outline of
morphological analyser, tagger, semantic and syntactic rules, transfer rules, sense disambiguation for NLP in
Tamil.

2. PROPOSED METHODOLOGY

From the literary works it is clear that morphological analysis using NLP techniques for ancient
inscription words are not attempted and the research gap is identified. Though the works have proposed a
morphological NLP tools for the classical Tamil it is not applicable to ancient Tamil inscriptions. The syntax
formation of noun and verb words was not deeply analyzed. But making morphological analysis in
ancient Tamil is really difficult. As previously indicated, inflections, derivations, and compounding can all be
used to produce unrecognizably long words. Inflections can also vary greatly based on factors like gender,
tense, case, and others. There has been consistent development on Tamil morphological analyzers for
researching literature. putting the lexicon's terms into a variety of categories (such as nouns, person names,
location names, postpositions, pronouns, quantifiers, adjectives, verbs, adverb,
conjunctions, grantha borrowed words, brahmi texts, Sanskrit rooted nouns, interjection, language names and
so on). The development of morphological process rules is based on these manual annotations.

The proposed exotic NLP technique is a diagnostic module that can be the solution to the
investigations and classification of ancient Tamil inscription words. The proposed method is a novel
Linguistic Categorizer that gives the categorical terms, sub categories, case suffixes, noun suffixes, verbal
suffixes, sandhis and the corresponding descriptions. The algorithm 1 describes the flow which is discussed
in 3.2 in detail.

Algorithm 1: Linguistic Categorizer

input : Ancient seript words Sw {7
output: Linguistic category C; and base words Bw//
1 foreach entry € Sw do Pl
2 If Noun phrase: /A
If OBL and PL exists,
SUF and SAN exists,
PP and CL exists
Analyze dictionary and split
Return Noun base word Bwn
a End if /7 End if /A
4 Else If Verb phrase: //
If PR SAN exists,
AUX...... AUX4 exists,
TEN GEN CASE exists
Analyze dictionary and split
Return Verb base word Bwv
6 End if //
6 End for L

3. RESEARCH METHOD
3.1. Characteristics of Tamil

There are several ways that Tamil is different from morphology rich languages. Tamil sentences are
redundant in their order. Any combination of the subject, verb, and object is grammatically
acceptable. Tamil is an agglutinative language, meaning that suffixes are significant. Suffixes can be
included into words in a variety of ways to help them develop naturally and become more meaningful. As a
result, there are practically endless numbers of grammatically sound words that cannot be saved. Minor
variations in letter composition can significantly change meaning. From the perspective of statistics, this is
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more important. When compared to Indo-Aryan languages, Tamil is incredibly context-sensitive. For
instance, it could be necessary to use various suffixes when rearranging the sentences. We list the many
morphological processing types. Suffix addition with category preservation in inflection (such as noun, verb
etc), while keeping the noun's categorization, by adding a suffix (plural noun to singular noun). Derivation
is suffix addition that changes the categorization. Compounding is the process of combining two words to
create a new term.

3.2. Design and Procedure of Proposed NLP technique

The ancient inscription script words are initially pre-processed by performing natural language processing
techniques of word tokenization. As any script sentence before morphological analysis undergoes
tokenization followed by normalization, punctuations removal. There are few punctuations even in
inscription scripts such as ‘-‘,’:” and also few symbols and designs which are removed in this module. The
linguisitic categorizer does the morphological analysis by checking the phrase in noun or verb handling
module.According to the inflectional suffixes lemmatization is done by verifying with the case dictionaries.
The classification is done where the final noun or verb base is formed and will also be updated in
monolingual corpus which can be further used for processing. The base words are clearly split from the rest
of the case morphemes. The flow of morphological analysis of Linguistic Categorizer can be shown in figure
1. Case and suffix morphology of Tamil is given in Table 1.

Linguistic Categorizer

Text Pre-processing Morphological Analysis Text classification

Linguistic
Lemmatization

Word Tokenization Formation of

Noun/Verb word

Script words II

Normalization Noun handling module

Punct
removal

Verb handling module |
Monolingual

Corpus

Figure 1. Flow of Morphological analysis of Linguistic categorizer

Table 1. Tamil Suffix morphology

Cases Suffixes
Accusuative o, &
Instrumental 9560

Sociative 2®, 2 Lar

Dative 58 DG

Ablative @B NG, Clsres®

Genetive @)eir, Gl 2 emL_w

Locative @b, 2 6T, @b

Vocative <2,Gev
Benefactive S5, D&H1%

Clitics 21D, @, STGH

Selective EYYES]
Interrogative £

Optative DaUSS

Echo L, &L
Complement %5

Plural S0, H6iT, FFl, QLD, FHSHGT, 24 I% 6T, BISGT

Singular GTGHT, Ui, 4GV, G, G
Causative @
Negative o451, 2485
Present S\, DeVTmI, 3p,BlGSTm)
Past 3, b, @,
Future L, &l
Sandhi &, 1b, & &, b, W, LI, G, i1
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3.2.1 Noun handling module

The words are parsed by Noun handling module according to the syntactic structure which is integrated
module with oblique (OBL) analysis, plural (PL) analysis, case analysis, sandhi (SAN) analysis, clitics (CL)
analysis as described in algorithm 1. The words undergo each phase and are split into separate morphemes.
Each analysis involves the corresponding oblique, plural, case, sandhi, clitics dictionaries. This is given in the

equation 1.

Noun phrase = [Noun]+[oblique]+[plural suffux]+[case suffix]+[PP]+[clitics] )

3.2.2 Verb handling module

The words are parsed by verb handling module according to the syntactic structure that is integrated with
participle (PR) analysis, sandhi (SAN) analysis, auxiliary verb (AUX) analysis, tense (TEN) analysis and
gender (GEN) analysis as described in algorithm 1. The word goes through a pipeline of each step to get
split. Auxiliary verb is limited to maximum of four in one phrase. Tense defines present, past and future.
Each category involves the corresponding participle, sandhi, auxiliary verb, tense and gender dictionaries

associated with it. This is given in the equation 2.

Verb phrase = [Verb]+[verb participle]+[conjunction]+[aux 1+..+aux4]+[tense suffix]+[png] 2

4. RESULTS AND ANALYSIS
4.1. Analysis of Test Case Words with Proposed Work

A comprehensive discussion about the analysis of morphology of contemporary Tamil and ancient
inscription words from stones with the proposed Linguistic categorizer is experimented with the certain
example test cases. For modern Tamil, a verb phrase wuygs80sran®@uppsall GUCLISDIE 1S
morphologically analyzed as shown in figure 2 (a). Cases such as particle, conjunction, sandhi, tense, gender,
and auxiliary verbs are disassociated. A sample stone inscription image is given in figure 2 (b) and few
ancient words from the inscription such as ewEsFTYYBIGEPLTS 3L udTClETETE B,
wfrrennGmebairipen wiis@Gs, —UTe g wismaryd,  BIBIDNIS6OsTeaninGOprauGer is  analyzed
morphologically as shown in figure 2 (c), that involves various case suffixes like sandhi, clitics, plural,
benefactive case, genitive case, dative case, ablative case, obliques etc are disassociated. The grammatical

categories with the terms of morphology are analyzed using the proposed NLP technique.

LG & S8 01 menor (5 E) 06 th & 601 (B 1 C Ly ) m et

=3 i / / / :
/,./‘/ / I,I'I ;"l { b \\‘\
£ / f / / ."II =
| .|' ||' / b S Ty,
Verb / f / / f ) =
, { ! {
¥ f f ) TEN/GEN
PR LG < v v AUX4
CON AUXI apx? AUX3 SAM
(@)

(b)
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T LD EHFITIQU|IEI(G 60T WIS S

MOUN CL AUX B-SUF SAN

un

B, L6 6L 6T G) 60T 60T U Ml

MOUN CASE SAN

wf T rmEeaualFIpenLWINTE G5

/ .
Y

k- "4 ' W 4

NOUN G-CASE PL D-CASE SAN
LI T600T LW T 5 6M 6T L LD
W W v ¥ ]
NOUN PL PL A-CASE CL

BITEND D15 65 Tevor @i H & mrrsﬁru@ref{

J. J ™

2 L ¥ W
NOUN OBL NOUN  OBL NOUN A nit

()
Figure 2. Analysis of Lnguistic cateorizer (a) Morphology of Verb phrase (contemporary Tamil) (b) Sample
stone inscription image (¢) Morphology of Noun phrases from inscription words
4.2. Analysis of Existing works
The existing techniques are analyzed with the proposed NLP technique along findings and dataset in Table 2.

Table 2. Analysis of Existing and proposed methods

Analysis of Tamil [5]

features

Biomedical texts

Work Technique/Findings Dataset Analysis
Smart Morphological Morphological factored method for MT 1382 Noun &1098 Outline of Morphological
analyzer [4] verbs forms
Morphological analysis for Training kernel methods and sequence Amrita POS tagged Morphological features, non
Tamil [8] labelling corpus of 130000 linear relationships, doesn’t
verbs 70000 nouns use dictionaries
Challenges in Morphological | Morphological and orthographic Tamil Siddha Isuues in ambiguity in tense

and dictionary is not used

English-Tamil Machine
Translation system [9]

Morphological tagger MT framework

vbdb.dat, engvb.dat,
and lexicon.dat

Parser for literary words of
Tamil

Morphological analyzer for
classical Tamil [6]

Tagsets and rules

XML file of 3257
words of classical
Tamil texts

Lack of sentence sequence
analysis, issues with syntax

Morphological analyzer &
generator [7]

FST based orthographic rules and

transliteration scheme

Parliamentary notes
80000 noun 17166
verb surf forms

Does nt cover negative forms

NLP tools for Tamil
grammar [10]

Morphological analyzer and generator,
NLP tools and corpora, ML techniques

Dinamani news paper,
Yahoo Tamil news,
Tamil short stories

Grammar teaching tools for
learning letters, words and
sentence

TamizhiMorph parser [1]

Morphological FST model for Tamil,
Orthographical, metamorphological

rules

Tamil text book, 3300
verbs, 80000 nouns

POS tagger not merged, not
for complex verbal
constructions

Spell checker for Tamil
using NLP [2]

Spelling correction algorithm, Matrix
formation, n gram algorithm, LSTM

News corpus Tamil
text 7M.txt

Suggest probabilistic most
likely words

Meta-Morph Rules to
develop Morphological
Analysers [3]

Finite State Morphological Analyzer

(FSM)

10000 nouns and 3300
verbs of Tamil

Grammar rules, meta
morphological rules, lexical
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NLP Technique for Morphological Tamil Linguistic Ancient Tamil Stone Morphological grammar
Inscription words proposed | Categorizer inscription words categories and case suffixes

4.3. Evaluation Metrics

For the total vocabulary V or corpus C word level precision, recall and F-measure can be computed for
evaluation. Precision is given as the number of correctly predicted morphemes to total number of morphemes
predicted Wn, Recall is also related to measure the accuracy and states that number of correctly predicted
morphemes to the total number of actual morphemes to be predicted in Vocabulary V or Corpus C. From
this the F-score is computed. The metrics are given as in (3), (4) and (5) as follows

No.of correctlty predicted morphemes

Precision = (3)

Total no of morphemes predicted Wm

No of correctly predicted morphemes
Recall = YP P 4)

Total no of actual morphemes to be predicted in Vocabulary V

F 2*Precision*Recall 5
-measure =
Precision+Recall )

5. CONCLUSION AND FUTURE ENHANCEMENT

In this work, a Tamil morphological analyzer based on exotic Natural Language Processing technique is
described. This research provided evidence of a new approach used for the morphological analyzer for
ancient Tamil inscription words.The Morphological Analyzer is the most significant function of any Natural
Language Applications, according to the rule-based approach such as syntactic and grammatical categories.
The Morphological Analyzer for ancient Tamil grammatical Linguisitic categorizer approach has been
described in this work; Due to the successful development of these systems, linguistic tools were created that
use a grammatically sound approach for case suffixes. These handles noun and verbs splitting perfectly and
returning the base words with the use of dictionaries and corpus. These case suffixes approaches based on
rules give more accurate results. This work is further under progress on development on POS Tagger and
NER tagger for more understanding of inscription words. This work will be applicable for other language
inscription words also.
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ABSTRACT

ANSHLfigwn etarp CFred @GN yenaTauflaT HUBTEMSUILD IS GTATS).
Sarred g aSHSHL L miselled @b LUGHS L wrGL. @5 oI55S
S msemarts  Qurgieunss @O aEHBgur  erawp  GFmed
LWRTURSSLULL®  uGHapg. @SSP L msaled ‘els@Uifigwur  —
FmesHaTehF WL, afssarf — ysgmGud QFrpsarehPuwid, oSG HIdS6T —

ungrevser, @sGu@ser, eauflarlysern alEHCFUIGsT — CFuiBser,
Keywords: aNE& CLop Casmer — GopGasmearsefer CsngLiyser, aflg&eperd — BIVSLD,
. . AEHL LDSHRGHPELD — FPDD SHals@hd CFwOLITRSEL, aNSHLI

A ag&epevLd , . . . .. . .
R R . vwenttd — vwest auflarigser, alsuilemiser — @eTBisalar o,
B 58 Quipews Glomf) gpuia) Oungiasts — san_smseielr SargsPid, G - IS8 — S8 o sSBL L
c COLISSMET BlIe RBEDmeniLiL], als& san &b — COETO)LITWH6T HeUTLILIGSSLY oG weT
D Wikisource o arane. @QFeT UGLLLpemn Csameus@ apuLl UG, QSHL L Bsaied
E Tamil NLP afE@epevgans GobLIBSHIMUSD &G eSS QUBIGL LPEDEHGL DLIFSTET

Bloedlasr Gzevau 2 aeng eTaLmSU|LD LSSTE BloeSled L) Comflenw
2 araf®) GlFuig Bloewrss Gumpfleowsd Qsmewr(h) 61(LpS (LPLYULD GTGTLIGHS LD
@ascunuiayeny Geuel LB SS Lb.

Wikipedia projects' Wikipedia - Encyclopedia, Wiktionary - Dictionary
and Glossary, Wikisource - Textbooks, Notes, Guides, Wikisnews -
News, Wikiquote - Quotes, Wikisource - Library, Wikiuniversity -
Learning Tools and Works, wikitour - Media repository, top - wiki -
wikimedia project integration, wikimedia - software documentation'.
Its analysis is adaptable. This review reveals that there is a need for a
Python program to improve or run Wikisource on these projects, and
that Python can be written in Tamil.
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oUSSTeE, aE&Hepevld GOSS YP(PFEIF®ETULD HFOTH SPLUSDEHTET UL (LPEHDFHMGTU]LD
u@Lwe CprfHe aumsLiLiB$S alerss5LI6)LID D) eiTaTg).

3.1. ells&HuiléL LS &6t

QLIngaumsLl oLISSTET Blaevsemaer QueLBLILITSG SaTSd: aUemas %enllesFafled @) UIGHTLD. 3, TTeD
eGLne Guraip QusGssamsisaled eugstar QurBsamer plnias Gouea@G. e als8)
GGG @ sG L eusHanw, 2 wralullGeCw LwETLGSD BlIFar Q)UI%@GHS6D 6T6TLIZ 6TafleHLD.

GTETEILD GTULPSSILD @(h CUomiflé@ Sy Liveni . @ Gumflenwrs Cus@ain wallsemis@ g o ulld
Cuneing). v1emestLl LI68T6UBLD,

CTEHTQ)RAGTLI GTT 6T(1pS O\ SGTLI @)a1ailTesst(HLb
FeG e auripts 2 ullisa@. (Gmar.392)

eTad FBs@mar Gaalliu@®Peang. @ eialgaig ety (eTer, e1(sg), lamIaTss SPLUSDHS 5o ad),
QsmflevpIL L @GLb. B semevwmearg), seanfest Qwmflurg. sesflu Gurfsaie, ewuggmer (Python)
Bloowngsd — sPpUSDE — eTallevwwrarg.  2w&er L  BIGSele),  eugsmer  Gomywmergy,
QWL FEHNEETRTUTSATTD SPE@L, FPLIGSa D LWeTLGHDS. QLbCwmflenw, gm@Gar, widg CUeED Liev
Qeum) DWL_[bS aucwnlls 15101 61 GOTIB1 55 @B LD LI GSTL (D $81 %) GSID 6o, aNe& 1019 WS L L mI%afesr
Q) OETUILILIGHBISmT 2 (HaUTdhGaSDEGLWD, GbLGSSHMSDEGL, SHTuiemioll LBSHUSDGL, L e
Qumplser twetul L reh, @bGomfGw QuLoereled LIWGETLIH D,

@s1 @@ Ourgssar | GpBloo o Mwg@e (open source) @ @ws@Ld CoarGurmpar 3y,@Ld. @)SeTme
@& oLl CFuPpLBFDG eaTLms OeuallliuemLwrsg CsfalsGaimeari. ps@GHS Csamauwner o saills
@mllysamaer, QeamwgsHCawCw srestevrd. @eeugHed @evrsaipeanmuyd, @wsgHamaerujd Gas (L

QL EpigujLb.

lTamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 55 - 62



57
Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 55 - 62 ISSN: 2313-4887

@uGlmy), weils Curfleow eTalsTes @SWTATGImIG LS. GOLLTS, 2 mismar (Lgiaue = text)
GTaflGTES MSWTNMGI LW FDeT OG5S 2 GLd. Cogd, @OCwMPeows QsTetr(®), @ @)eETLSNS®S,
Qmearugsard  GFwalsemar (app-s), Cs®Gumderw (search engine like google,yahoo...), sewflw
aflewarurl Gasemer g aImbss Queyd. @sPperdg Gwrflow alsGuiled QuEHL LTISGL
Ll penmEanar @)afld &mastGLmLb.

3.2. OlGTaNlWSHSL HLISHTET (PAWS)
umaig (PAWS) eraiiLign @,

e |tis aonline browser based programming IDE provided by wikimedia foundation
e |tis based on jupyter notebook software

aarugnss Gaflleunsar aflarssd gmplyararmy (shrini, sm-os-2022 2si2a) QuUlsb @Qsmears
@CarTLcd aEHuled o aiTaTeuHaT (LS WLnTeT Frar G&gTed® Frul etetueug Python As a Web Service etest
Mengad yafiggierarty. GuGe wmpPlwgy Curew alsHSHL L FHD wUSSTE Blaewnss QwmpPeow QusG L
UTFLILIgDETeT @QBSL LTals auflpenmeni @)efls &resstGLimLb.

R Corrected IMR Final - X IMR 202122 EVEN St x | [ Geogle Docs x | B oussrardoas x | G sl wEBw AL X T lupyterHub x 4 - N

¢ > C @ hubpawswmcloud.org/hub/loginnext

L B Gmai TAMIL - SKACAS

Welcome to PAWS. Please report any Issues on Phabricator, you can also give feedback here

Sign in with MediaWiki

) EJ ENG

1208
14-06-2022 =

L 16-1. Lneis LussLH CFain L@GuUF s Gauiw

@ULIL 1D LTeIsH LUSSSEDG6T BIewpaSDSTaT auflLpempwLT@GLd. @)Ll $He S iqujetarLig, sign in with
mediawiki Qurggrener oy pssLl LNeTeupLd L CgresipyLd.

W: Corrected IMR Final - X IMR 2021-22 EVEN St X | [E] Google Docs x | B oussrerdoes x | & slpanBoor X & x IER ~ — =] =
<« c a t ex.php?title=Special%3A0AUth%2F: _token=1a1d3db501419823c2f8 2 & @B« O <= »09
EFLU theseis EFLU B Gmail EB YouTube @ Maps &5 SONOGRAPH | mes.. TAMIL - SKACAS

Hi Neyakkoo,

In order to complete your request, PAWS
needs permission to perform the following

OAuth actions on your behalf on all projects of this
site:

. & el QawmhHumienL
LT oAy
R

« BFeurss mLcuig 860 585 amem
i e
LESSBIDETET LTINS SE DTDDA s
. 2 MISEHEL W 5euelUILILIC I UIeL 6T
QBITLTEo LI )5 Teo0T 19,05
2 e SQSAGLUL QI LTTESMD
- @57 QFWHOUTE
2 e seElGUOLCGLEN ABTE

) Cancel
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UL 12, gpGLd GPILIL (LSS USDHTeT O’ iq

@ULIL gD ST 1queTer GPILILSmar o araursGw ey sTmser ap@Ld Blawuled Allow Gurgsrener
(PSS LD. 945 LevTeuomm) aflfluyib.

4 Corrected IMR Fina!

x | EB MR 202122 EVEN s

x | B Gosgle Docs

€ > x a

EFLUtheseis @ €

T PAWS i

LU R Gmail

ome  Token

8 YouTube

Q Maps

8 SONOGRAPH | mes.

x | B oussrer flons x | & s8p am@oor x

JupyterHub x

»> 0O 9 :

TAMIL - SKACAS

Neyakkoo | @ Logout

Welcome (o PAWS. Please report any ssues on Phabricator, you can also give feedback here

Event log

Your server is starting up.

You will be redirected automatically when it's ready for you,

Server ready at /user/Neyakkoo!

UL 1H-3. LTS LUSSLD

&L (BSG 6T ClFeeyLh

@psL UL G ST 19 uerariily, @G T @GPLUGCUL HU LEFSEF D@ Biewpw Ll LeTelmLd L b CHrestm)Lb.

« > c

B 06w @ FlUthesss @ AU RS

Z Fle st view mun kemel Tabs
- - c

o

-/
Name -
@ 0-header.
1234py

13
]
3
3

T
s
Prns
Sengi.
Kalladam.
NER Data...
Notes.txt
punarchi...
separate.
tamilinay..
testixt

= N el N NeleRel

D testsepar
@ vellaiyan.
O s
D xab

Simple

Last Modified
7months ago =
8 months ago
7 months ago
7 months ago
7 months ago
7 months ago
7 months ago
22 days ago
s months ago
7 months ago
5 months ago
7 months ago
7 months ago
22 days ago
22 days ago
s months ago
s months ago
s months aao

Gmait

Settings

& hub.pawswmcloud.org/user/Neyakkoo/lab

@ vouTube

Help

@ Launcher

Q Maps

share

& SONOGRAPH | mes..

"] Notebook

A

ython 3
(ipvkernel)

sparaL

Bach

EA console

O MO0 ® Mem21905/307200M8

A

Gipykernel)

8ash

2 % B e O<- w08
%
E-3
——
ee » R
Julia 163 OpenRefine [#] R RStudio [#]
oo R

L 16-4. Lneis @GLIL T Ls$SGH 60 GOILICL®), LesiwsLd, LD OFwedLITHSH®aTS ST6wTeVTLD

«>c

& hub.pawswmcloud.org/user/Neyakkoo/lab

: syl @ ElUtess © LU M Gmel @ YouTube @ Maps
T File Edit View Run Kemel Tabs Settings Help Share
Elc: : c 2 Launcher

Name
@ 0-header.
@ 1234py
@ sy
D sww..
D s,
D soo.
@ Sl
@ Kalladam...
B NER Data..
D Notestxt
# punarchi,
@ separate.
@ tamilinay
D testaxt

[ testsepar.
@ vellaiyan.
D xa3

D xab
Simple

Last Modified
7 months ago
8 months ago
7 months ago
7 months ago
7 months ago
7 months ago
7 months ago
22days ago
5 months ago
7 months ago
5 months ago
7 months ago
7 months ago
22 days ago
22 days ago
&months ago

5 months ago

5monthsago ™

& SONOGRAPH | mes...

B comsoe

0 [l 0 & Mem:219.05/307200 MB

A

Python 3
(ipykernel)

Other

Terminal

=1

Bash

Text File

Show Contextual
Felp

2% BeO=»08
TaML- skacas
%
5
o @®
[
i 183 " sparaL
Maridown Fe o Fie ython Fie fie
Launcher

L 16-5. Lneis @GLIL T Ls$SGH 6 GPILICL®), LesiwsLd, LD OFwedLITHHaTH ST6wIeVTLD
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@i LLmseied s iguereruy @HuGu® (Notebook), uesflwsy (Console), 9p (Other) ereyib
apem LGLILseT sremliL@Ramer. @nig eusstear3 (Python 3 (ipykernel)), ums (Bash), geflwr
(Julia 1.6.3), guiuer fausr (OpenRefine [7]), o (R), @i a9 Gur (RStudio [7]), @auiumige
(SPARQL) wy@uw fravnss Qumpsar o eierar. @eaupder apeis pode srGu g aupsams, GuaGL
Lmissms. SispE ey ousstar g Qumfew awsé P sugliumL B wpepsd DES
@auLiugl pliy. GPLLTs, @@ Qwrfleows HpbuL i Gus, aws pLEGS Sime BPUS WS, ClFTe,
Qsri, Quirmeew yRuMTEL. 95GUTe saflafuile ussTar Hrawrss Qumeows BpbuL s

®SWTaTS GOIF CFTanpsemar DB ®eussew Geues(hLd.

QOLITgausSF 60 Q) BBESI BIDGDLILEmaT 1(HSS, AUD®D @)BG6Tar L L auemesalled Bl eLgsner
Bloed Lereuponm COsrL_G58He e11pSLILIL B ubSII.

import csv
import pywikibot
import time
import re
WAIT_TIME = 15
with open('2015-tva-commons-pdf-books-all-info.csv', 'r') as csvfile:
reader = csv.reader(csvfile,delimiter="~")
for row in reader:
#if len(row) == 8:
#if not 'booktitle' in row:
#if you use other PAWS,remove the hash to decode well
wikiPagel = row[0].replace('File','Index')#.decode('utf-8')
bookAuthor = row[1]
bookSize = row[3].replace('MB',")
indexPages = row[5].replace('pages',")
print (wikiPagel)
print (bookAuthor)
print (indexPages)
print (bookSize)

site = pywikibot.Site('ta’, 'wikisource')
pagel = pywikibot.Page(site, wikiPagel)

resl = re.compile('\| Number of pages=*(\d+)').search(pagel.text)
if resl:
print("number of pages is already assign to %s" % resl.group(1))
else:
pagel.text = pagel.text.replace('|Number of pages=','|Number of
pages="+indexPages)

pagel.save(summary="+ Ggriuere =' + bookSize+ ', mmpussmISaT =

'+indexPages)

res2 = re.compile('\| File size= *(\d+)').search(pagel.text)
if res2:
print("File size is already assign to %s" % res2.group(1))
else:
pagel.text = pagel.text.replace('| File size=",'| File size="+bookSize)
FHHWNTY HRIGFFMO, HLOD 2 §NICLITAFLIY, UFHH([HEQ6UIT PHSWIT Hmev JHlaNuicd &LV,
CamULDLSSNT
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pagel.save(summary="+ Ggriuere =' + bookSize+ ', mmpussmISaT =

'+indexPages)
time.sleep(WAIT_TIME)
gLy L8lPled emLSSTeT Blaed 61(LpP), QWEHLI LTFESLICLDDS.

ANE&GLLTgum: wualERgraflum® eaLg L alsHSHL L BEEsE 2o QU@L BlupesT@GLLITEGLD.
@& LU YETHSTTSL LIITe) ®LSSTE2-ale) eTLpSLILIL (R auBSd. AT Hovaupemps S00LITLYS
MUFST3-5@ Lonpplujeretesi. @QBSL  USSTE BIDFHL L SSF et Ui wsHed maigs, S
NERepvgsFDG eias sUllpau QuEGL mussTaT HINsL L ssHeer (Library & wrappers) o paurss
QuigyiLd. SFFIL_T QBSLT e»LIINEEH eLpev BIDFHL L FHUPLD 2 FaLD. AYFETHHTL (HILD LIL_LD QUHLOTMI;-

& > C @ pypiorg/project/pywikisource/ 2 % BewO=-»3»09 :

= yoe EFLU theseis EFLU B Gmail @B YouTube @ Maps @ SONOGRAPH | mes. TAMIL - SKACAS

Login  Register

pywikisource 0.0.4 e i

pip install pywikisource & Released: Sep 10, 2021

Wikisource Dedicated Python API library

Navigation Project description

iki
pywikisource

D Release history
This library contains the basic APl operations like

whload file:
& o odd) 7 = Number of Index Book

« Current page quality status

UL 16-6. LSS eLPeVS BT eLPGV BT

6168 Gomfuilevearyd, weenwsPed (Terminal) Csafleunsll Lgss BriGer LWRTLRSHILD @)WSSHSSETLD,
wpewerwid LspsGwid. Y n@, O wearll, saEGsred ApLiL. P LBLILSET LOIPIRTTILD, 2ORTSS
Qumplsepd Csalleaunsg O Lb.

Gasflounsat eiaih  Blowrers oyefliss '@fumridals&mGsmis (OCRAwikisource)' als@eapavs@nE @R
gL gFnsLd 611G FnpeVTLD. S &I CLPGVBITG LIL LD Gu(KLOTMI;-

O Product © Team Enterprise Explore ~ Marketplace Pricing Searc signin | signup |

& tshrinivasan / OCR4wikisource ' public 8 Notifications | %' Fork 21 o sar 33

¢ Code @ lsues 40 11 Pullrequests 6 O Actions [ Projects [ Wiki @ Security | Insights

P master » P 2branches ©O0tags Go to file Code ~ About
OCR for WikiSource using Google Drive
& tshrinivasan Update setup:sh c36aca onMar 162020 D74 commits | OCR
O gitignore
D Contributors le
D INSTALLmd
D UCENSE
[ READMEmd Added dummy files facility. Fixed #79
D VERSION pdf to image conversion Releases
D configini years a ublighe
D create_dummy_filespy Added dummy files faclity. Fived 79 6 years ago
o Packages i

uL_1d-7. @Runideais& Garis - epevplred

@& SuaISSL LIYSSHF SLLFHL LIQuUTS WIPDILD BT &I gl HdHl LSSSHD 2 aTaTaupemns
SL L dad Quig), L1 v pBpEsLd OFuIaig) TRTLIG 6TafBed (LpLG WG Fnlq Wl LicwT e wingl. etestCeu, @@ wimg
age) gGapsgssss erartil L g. @& 90 aflwssrl G uallawsg s1Gear CFuig pygg o) BB FTDG.
g perer 10 alwpssrl G ueflevwgssnar weflgeuartd OFuig aubSaEng).
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2 el auflGw CeFupL®Sgd Cung, 'eualR Tl 61D USSTET HIDSL L SSH6T @ hmIGnHw
aUpssar CLIpLaTey $aNissLILIGSEDeT. 9% @LILTL L atafled 9jenaTal(hd@GLd eTaflenLow mearg). earGal@)s
yaf) G etalip  yenerliQuweng ol w  Geaienets  sllponed Canppiels@iL g eTaILIg
@O 55555.

LSS I6E2-0il6r epevid eEHepevgens GodLiBGss Hev BlITSESEIS6T 61(LpF LI 0\ LIDDET. FAGID TS,

#1/usr/bin/python2

import pywikibot

aPage = page:ymigLd @mi@Ls.pdf/9

site = pywikibot.Site('ta’, 'wikisource')

page = pywikibot.Page(site, aPage)

print u"page"

eia@ith BlrevQwrflenws Fmpevrd. @aioury OsTL_5585 HTews@ed 61(p®); QwssH alg@apewd GCobum®
QruiwiQOuUp D uESs. @ et eipSw Blrewrss6wmfluler allenereLi a6 bLOTDI e DB FTDS.

Output:ta:page:oymi@gLd @) mi@eLs.pdf/9

@ s ITL USSTR3 aUBend BlIwTss Qmpflews SLLH® ILPSTLD GTEID @GP 2 (HaITGHS GTGTGVTLD.
ST OeuaLiLIBSSILD BlITSSL I@BLOTD).

#1/usr/bin/python3
import eualsfepeLs
oLafE@apais = auaiap
TREGLGSL = LG mI@Lh @)mi@Lb.pdf/9
2 768 = euafap.o 1) B(eT(BE G LOLIGHL)
aflenarad B2 geb)

Qsar aflewaray ai@pLOTDI;-

aflenaray : ta:LissL oy mi@Ld @) miLd.pdf/9
@ seTeLpeLd BIVTEHLD 6T(LPSGIISI 6TaNG CTGTILIGNS BTLD 2 GSoTib% O)F TOTATGUTLD.

4. (PIgey

@aewmy  aflarssLiOuUpDP e Sy Liumiuiled ugsTaE3@e sWlfled By erup®
NsfepvgGenest CbLBSS wplpud TGS ABBHOSTaCL M. % R0 OFTL_SsLiLjeTalGu.
@&CGunep U ploewrss @LDIT(I}W&EGDGYT @) irensLb AP BGIOSTATGT  LIGLILJLISSTGT _BlIOS6T  6Te8LD
LISSSH D &F ClFain), spasiLd; alsfepwgms GLobLIBSSHIUSDETGT pLpO IS GT 2 (16U TeHGTLD.
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®  @uggmer- https://ta.wikipedia.org/s/112

hub.paws.wmcloud.org/user/Neyakkoo/lab
Hegde, S. U., Hande, A., Priyadharshini, R., Thavareesan, S., Sakuntharaj, R., Thangasamy, S., ... &
Chakravarthi, B. R. (2021). Do Images really do the Talking? Analysing the significance of Images in Tamil
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®  FERune sEssFmb). (2021). Quomif), i Sy LIGLITIPEE em@penuile) QO TesTLIW TUpSSBHTT
srenogy: llakkanaviyal anukumuraiyil tolkappiya eluttatikara ninmarapu. @evis Lieresrm @ @)evevrus
sulpruiadsy (Inam International E-Journal of Tamil Studies), 7(28), 58-71.

®  https://kaapiyam.com/tiruvalluvar-tirukkural-meaning-definition-tamil-english-daily-kural/ennenpa-enai-

ezhuththenpa-ivvirantum-392/

alERepaid - wualgESRepeus - https://ta.wikipedia.org/s/Sety

https://pypi.org/project/pywikisource/

https://github.com/tshrinivasan/Python-Beginners-Guide

https://github.com/tshrinivasan/tools-for-wiki

https://beginnersbook.com/2019/06/python-user-defined-functions/
fled Bloewrss Guomp) - https://ta.wikipedia.org/s/27xm
abaugis Blrevrds Guomy) - https://ta.wikipedia.org/s/27v2

Brersési seveLiyLi u igwed - https://ta.wikipedia.org/s/6x3
saflafluiled s181p - https://ta.wikipedia.org/s/5v8
au@TE - sLlpssafienw - https://ta.wikipedia.org/s/3v8

NG ReLp Ld: LSS T BlIOF T

aER e oid: eLZsTeT Blradser/ eLalgSepevls

&R epevid: LSS T3 TS 6T/ 91H IS IEC\STH &GS 19 LOGTTE S 1D
&R wLgsTear3 Blrasaer/ oL L aewen Byl OsrES
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Automatic Question Generation using Centrality-based
Keyword Extraction Approach for Tamil Text

Senthilkumar P!, Nandhini K?
1.2Department of Computer Science, Central University of Tamil Nadu, Thiruvarur, India.

ABSTRACT

The main objective of an assessment is to measure student's learning abilities
and increase such abilities by correcting them in line with their knowledge.
Question generation plays a vital role in assessment, The creation of the
questions for the assessment is a challenging task, and manually creating a
question is a complicated operation that requires expertise, knowledge, and,

most importantly, it is a time-consuming process. Automatic question
Keywords: generation (AQG) is a savior to overcome these issues. AQG comprises of
six critical stages, with keyword selection being the most significant stage

AQuestion Generation and a crucial component of question quality. Therefore, we focus on the

B Natural Language Processing keyword selection method and propose a novel method for automatically
CKeyword Selection extracting keywords from Tamil text to generate questions in Tamil. This
D Tamil Question keyword selection process involves two important concepts; the first focuses
ETamil Keyword on how significant a keyword is depending on web-based search results and

the notable information it contains, the secondfocuses on giving a keyword
weight depending on how frequently it appears and how it is distributed in
the corpus. The keyword selection method performs significantly better for
Tamil-based question generation when compared to certain other keyword
selection techniques in terms of accuracy and question quality.

Copyright © 2019International Forum for Information Technology in Tamil.
All rights reserved.

Corresponding Author:

Senthilkumar P,

Department of Computer Science,
Central University of Tamil Nadu, India.
Email: way2sen@gmail.com

1. INTRODUCTION

Automatic question generation is a concept that takes text as input and generates a question as the output
based on the text it received. The created questions can be used to assess skills or check whether the text's
information was understood. Automatic question generation is broadly classified into extractive and
abstractive is shown in Figure.1.

homepage: https://tamilinternetconference.org
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Automatic Question Generation

I

A4 L .
{ Extractive AQG } { Abstractive AQG ]
1|
¥y
lth Wlthout Subjectlve With Wlthout Subjecliv
Options Options Qns Options Options Ons
FIB MCQ
e =T ] o]

T/IF

[_ TIF

Figure 1. Automatic Question Generation Classification

Table 2. List of Acronyms

Acronym Meaning  of

Acronym
FIB Fill in the blanks Questions.
gﬁ:;;l;h Fill in the blanks Questions with Options.
T/F True or False Questions.
ESQG Extractive Subjective Question Generation.
MCQ Multiple Choice Questions.
ASQG Abstractive Subjective Question Generation.
ECQG Extractive Cloze Question Generation.
EOQG Extractive Open Question Generation.

Extractive questions are extracted from text as such whereas abstractive questions are generated from the
text. Our focus is on extractive questiongeneration to evaluate the learning skills of the primary school
students from the text. There exists a variety of English language-based automatic question generation
technique([1],[2],[3]) but local language-based automatic question generation like the Tamil language-based
are very few in number. Automatic question generation has six stages[4] of processing is shown in Figure.2
and every stage have some tasks to be performed. The first simple stage of AQG is Textpreprocessing and it
includes Text Normalization, Lexical Analysis, Statistical Analysis, and Syntactic Analysis. It simply gives
supported text format for processing, and it is the filtering out the computable text.

P
18

C

-
\‘ -~

Text b

/
( Pre - Processing)
Sentence ) ) Keyword B
Selection = Selection
Y .
—( Distractors Y
~ Selection ~
v _ ¥
Question W
Formation ¥

(Post~ Processi ng)

Figure 2. Phases of Automatic Question Generation
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Sentence selection is the second task of AQG, and a sentence that contain questionable information, can act
as a candidate for generating questions. Sentence is selected based on some keywords on it. Keyword
selection is an essential step that determines the question generation worth, and it is done based on some
methods like, Word count[5], POS tagging based[6], Pattern matching[7], and some trained ML based[8].

Question Formation is the next stage of the question generation, it checks the format of question framed
correctly. Post processing is the final stage of question generation, it does the job of filtering question[9],
ranking question and changing distractors in the questions if needed.

The goal of machine learning is to develop models that operate automatically and learn on their own. NLP,
on the other hand, makes it possible for computers to understand and interpret written text. To automatically
produce the various question kinds, multiple NLP models have been constructed and work on these models
has also been done in many languages, including Tamil. Numerous researchers have presented their work in
the domain of AQG, which is still being studied to increase accuracy.According to our proposed
methodology, the more established rule-based approach is more reliable and is updated in accordance with
trends.

Table 2. The Stages of Question Generation

FIB FIB with | True/False | Subjective
S.No Stages without Options QG QG
Options
1 Text Cleaning e 0

2 Sentence Selection O O
3 Keyword Selection @ O

4 Selection of Distractors /Hyponyms 0

@
@

o OO0

5 Question Pattern Verification O

6 Post Processing O @

Several reviews that have been written have focused on the literature on AQG. The reviews that came later
covered the works that had been published after late 2014, while the initial reviews only included works that
had been published until that time. Beginning with analyses of question creation for educational purposes,
MCQ-style questions derived from ontologies[ 10], and comparisons of all question generating methods, these
reviews then went on to discuss ontologies.

For reading comprehension tests, the Extractive True/False Question Generation method (ETFQ)[3]
automatically creates true/false questions from a given passage. There aren't many papers on the True/False
Question Generation Approach, which anticipates True or False as the response. The Educational Purpose
based Automatic True/False Question consists of a template-based framework that uses various NLP
techniques to test the passage's specific knowledge and a generative framework that uses a novel masking-
and-infilling strategy to generate more complex and flexible questions.

Fill-In-The-Blank with option questions, or ECQG[10], fall under the genre of electronic assessment-based
generating, where a sentence is supplied with one blank and four possibilities to complete it. These questions
have recently attracted study interest. The EOQG or Fill-In-The-Blank question with out options differs from
the previous Fill-In-The-Blank questions by having a hint instead of alternatives for getting the answer.
ECQG are effectively used in active learning, information and communication technology-based education,
and intelligent tutoring system for the assessment of learner's content knowledge with slight
modifications[11].

Aarish et al, [12] in his work included classification categories and short subjective questions without any
manual intervention provides a thorough understanding of this. It effectively supports both the Natural
Language Processing community and educational institutions so they can manage the full process of
conducting online exams. As a result, the evaluation[ 13] of subjective questions is a crucial component of the
overall system that strives to achieve complete automation in the administration of exams using objective
question banks.

Senthilkumar P, Department of Computer Science, Central University of Tamil Nadu, Thiruvarur, India.
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2. PROPOSED METHODOLOGY

We propose a novel method for keyword extraction using Tamil Wikipedia for automatic question
generation. This keyword selection process involves two key ideas: the firstis the importance of the keyword
based on the content it has in a web-based search for the keyword that is similar to a web-based search and
the second is emphasis on keywords that cover the majority of the text corpus because evenly distributed
keywords are given more weight.

The proposed method for keyword selection is shown in Figure.3, as the first step, text is cleaned up by
removing unwanted text from the corpus and for text processing.The text corpus is then transformed into
tokens. By creating a dictionary with a tamil token as the key and an english word as the value—a mapping
dictionary—which produce a token that has an equivalent English meaning is shown in Figure.4.In order to
use pre-trained machine or deep learning model, there is a need for mappingtechnique, and which is shown in
Figure.4, as the solution to this problem.

<:Fext Pre processing>
= v

L Tokenization J
{ Find - Wikipedia Page J

Count = Web Count = Web Flnd - Size of
Link Ref web

»[ Score Of Keys |~
[ Ordering Keys Score

< Top N Keys)

Figure 3. Proposed Method Workflow

Encoder >
Mapping

Dictionary
Tam - Eng
( Decoder >
Mapping

Figure 4. Keyword Mapping Dictionary for Tamil to English

Following tokenization, the occurence of the tokens searched in web-based database, specifically looking for
a wikipedia page for the token word. If a wiki entry is found, then that token is considered as the keyword.
The number of links, references, and total content that are available on a keyword's wikipedia page is
consideredfurther to analyze. Following the collection of this information, a formulais used to calculate a
score for the termis shown in Figure.5.The keywords are then ranked according to this score, and the top n
keywords are finally selected based on the keyword score.

KwS = ( WNL + WNR + WCS )/ (n * 100 )

KwS = Keyword Score
WNL = No. of Web links available.
WNR = No. of References available.
WCS = Size of the available contents in Mb.
n = No. of factors deciding the score.

Figure 5. ProposedKeyword Score Formula
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Depending on the situation or the domain, the parameters can also be added in the formula to obtain the best
possible keywords. Better keywords will undoubtedly guarantee higher-quality question generation after they
are chosen, as this is the most crucial step in the automatic question generation process.

3. RESULTS AND ANALYSIS

The proposed method for choosing keywords from the entire corpus as well as from each sentence is to use
keyword score from the keyword selection formula. Every textual part is considered equally for selecting
keywords by the suggested method; for instance, keywords are chosen from each sentence and given equal
weight in the corpus. Our method performs better in all types of question generationconcepts, and it produce
good results.

3.1. Selected Keywords fromthe Proposed Method

1: Context: &AL HAT&efleorgih SLAD GLSD Lievifler STUAWMLS oG LD.

Keywords: ['&LALD', 'MW, '@L@ LD, 'CLG LD
2: Context: UeTeML SO0 erslULL GSOUINLSSSES STUUWbm, H.w 200 WsHe SN 200
STVILGHWE CFIHS FleILIFGTIID @& LD.

Keywords: ['&LALE 6!, '200', 'GFFHS', 'eT(DSLILIL L, Tl ILS ST, 'NSH6V', 'SbGLD']

Table 3. F1-Score Calculation Keywords

S.No Variable Name No.of Keys Available = Meaning of the Process
1 TokenKeys 160 Available Tokens in the text.
2 ManualKeys 45 Manually chosen keywords.
3 PredKeys 125 Keywords from the Proposed method as the keyword prediction.
4 PredKeysR 34 Keywords from the Proposed method as the Right keyword prediction.
5 PredKeysW 88 Keywords from the Proposed method as the Wrong keyword prediction.
6 MissedKeys 23 Keywords Missed from the Proposed method.
7 MissdKeysR 21 Keywords Missed rightly from the Proposed method.
8 MissdKeysW 2 Keywords Missed wrongly from the Proposed method.

When creating questions from a text corpus based on Tamil, the proposed keyword selection strategy works
well and produces decent results as given in Table 3, as the proposed method for the prediction of keywords
results. As an example, In Table 4, it shows the performance of the keyword selection methods Yake,
KeyBERT, PKE, and Rake in terms of accuracy, precision, recall, and F1 score[14]. The performance of the
proposed method greatly outperforms the alternativesis shown in Figure.6.

Table 4. The Performance of Keyword Selection

Method Accuracy Precision Recall F1-Score
Yake 0.136000 0.188889 0377778 0.251852
Keybert 0.177570 0.177570 0.513514 0.263889
PKE 0.171717 0.171717 0.459459 0.250000
Rake 0.182540 0.182540 0.621622 0.265477
Proposed 0.272000 0.272000 0.755556 0.400000

How often the machine learning model properly predicted is indicated by accuracy. Precision measures how
well a model predicts a given category. How frequently the model was able to identify a particular category
is indicated by recall. F1 is the result of combining recall and precision scores. Therefore, accuracy and F1
score have been taken into consideration as two key aspects in determining the quality of the question.

Senthilkumar P, Department of Computer Science, Central University of Tamil Nadu, Thiruvarur, India.
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Accuracy And F1-Score
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Figure 6. Keyword Accuracy and F1-Score Graph

3.2.Proposed Method for Various Question Generation Types
A. QG- True/False: B(HEGMETGIMEGTLY 2,000 24,6007 (H & 615 &5 (& (LN 6T@ W MHMLILIL all6bemev.

The TF-QG is a template-based framework with a primary level of question generation and an
answer assessment level that intends to test the specific knowledge in the passage by utilising various
NLP approaches. When a term is used negatively, we can either alter it or leave it alone depending on
whether the sentence is true or false.

B. QG - Without Options: &[5 & & METES M) &G5ITLQ----------- 21,6007 (H) & 65 8> (& (LLGOT@ UMM LILIL LS.

A Fill in the Blank question[15] has a missing term, sentence, or paragraph, and a blank space in its
place.Questions with several blanks can also be built, and the difficulty level for answering these
questions varies depending on the type of question. The first sort of fill-in-the-blanks has no
alternatives[16], whereas the second has a hint[1], from which, the right one can be selected as the
answer. In the given example above, 2000 is the answer and a hint can be given as any form like prior to
Jesus' birth.

C. QG - With Options: =-------=------ JMSHSTLD 2,000 24,600T(HHEBHE S (L6OT GUIMMLILIL L SI.
a. Bmaleledwin b.HAeILH&ETIL c.Guieourl® d.HmEEGmeT

The distractors([17],[18],[19]) play a significant part in this form of question production and greatly
influence the standard of FIB questions. Fill in the blanks with options will contain some distractors. In
the example given below is expected Sws@mer as the answer and we may add some distractors like
Fmeleledwid, Qumeataflulearagaaler, Guileouml®, FeliuGsmyband so on to make the
distractions.If the examinee is not sufficiently perplexed by the distractions, he chooses the right
response with ease.

D. Subjective Question Generation Using Pre-trained T5 — Model:

The T5 model [20] receives context and keyword as the input and produce questions as the outputs in the
automatic question generation concept.

Here we have taken some samples from TS5 model outputs as the representation of the results.

Eg.1 Context: LAY, 2 uE6L 2 6T6T (LG eTemLnowlmer QOMLA&6lev 6tTmIN QFIDGQTLSUD QL&D .
Keyword: gLALD

Subjective Question: 2 V& 6T (NHLQ LML G660 spetTMIETS) 2

Eg.2 Context:@ & W mailey RGBT NS HTLO 1,00,000 &R eI B &erfley
QBMLRWSSILILG G 60,000 @H6L gMESSHTL 95 elWHEETHSLALS6 2 6Temeor.
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Keyword: gLALD

Subjective Question: 6TH% QLOMTLAUNEL T & HLG AIL (H&H6T 2_6TeTeoT ?

Eg.3 Context: 2005-@)60 &HLPHOASHSHLILLL FTaTmISGeT, SO WSS Qmhlenwis &) . (W .600-
QLD QLEvOTIY MGLD (LN6ITS eiTerflL6iTer .

Keyword: gLALD

Subjective Question: 9&LPIMTTULIEFFUIN6 6T6tTeoT QLOMLE LILIETLIRSSLILIL L Si?

According to the author (Wang Yulong, 2003)[21], the following properties should be present in a
sentence to be considered perfectly obvious[22]: accuracy, unity, clarity, coherence, and emphasis.The
Proposed model generates questions, which are then submitted to an expert team for quality control.

It performed better on the Likert scaleis shown in Figure.7, scoring an average of 6.18 out of 10
according to the report.

If the score falls within the categories of (0 - 2.5), (2.5 - 5.0), (5.0 - 7.5), and (7.5 - 10) accordingly, it is
referred to as Poor, Average, Good, and Very Good.

Likert Scale

7 4 . \alume

Qut Of 10 Scale

Correctness Clearness Unity Coherence Emphasis
A-(0-25)/B-(25-50)/C-{5.0-75)/D-(75-10)

Figure 7. Likert Score of Generated Question
4. CONCLUSION

The questions in the results representation are generated by a trained T5 model, which was initially
trained on question and answer pairs in the english language. The extracted keyword and the context are
inputs to the TS5 tranasformer, which generates the questions. To create questions in Tamil, we employ a
dictionary based mapping technique, which associates each Tamil word with its English equivalent. By the
way, Tamil text can be used as the input for the T5 model. Finally we gets the question in Tamil as the results
after performing the same mapping of the T5 model resultant text. Keywords are crucial in the creation of
extracting questions and the suggested centrality-based keyword extraction methodoutperforms existing
methods noticeably in term of Likert Scale. The construction of a corpus of Tamil questions that includes
context, a keyword, and the questions that are framed based on the keyword. The Transformer model's
question generation would be of better quality if training and testing are done through Tamil corpus.
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ABSTRACT (10 PT)

Character Recognition from Palm leaf Tamil Inscriptions is a challenging task
that involves a high degree of image preprocessing, segmentation, and
recognition. Tamil palm leaf manuscripts are one of the greatest cultural
heritage of India that has traditional medicinal practices. The work
concentrates on steps taken in digitizing and preserving the PLMs that are
more fragile and have a high degree of deterioration on aging. Though there
are few high efficiencies online Handwritten Tamil OCRs proved 90%
Keywords: accuracy for modern Tamil alphabet, but they perform with less than 20%
accuracy while dealing palm leaf characters. Since the background and
foreground colors are similar in PLM scripts and the majority of character
strokes are in ancient form. Around 500 palm leaf manuscript images were

A Character Recognition
B Tamil Inscriptions

C Cultural Heritage obtained from State Department of Archeology to accomplish this task. All
D Archeology the PLM images are converted into grey space and binarized to obtain a clear
E Neural Networks binary image. The images are filtered to remove impurities and normalized to

increase the contrast. Then the text lines are segmented first into individual
character images and then features are extracted using Local Binary Pattern
operator. The feature map generated from LBP will be the input for Artificial
Neural Networks based character recognition in which a reasonable accuracy
was obtained.
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1. INTRODUCTION

1.1 Palm Leaf manuscripts

Tamil is one of the ancient languages that has been well developed and has various mines of heritage
knowledge that are inscribed in different mediums like stones, mud plates, copper plates, and palm leaf. In
earlier centuries, the traditional Medicinal System (TMS) was practiced by all till the midst of the 21st century
and is in practice (due to the emergence of Allopathic medicine) at a lower rate in India, specifically in Tamil
Nadu to prevent disease occurrence for the hale and hearty living. As Tamil is an ancient language and its
alphabet has evolved over centuries since 3™ BC, the traditional medicine information that is found in palm
leaves and the like are of ancient form. Since the native people are practicing modern Tamil scripts, reading
and understanding the content of ancient Tamil scripts would be a more difficult task which require expert
epigraphist. In present days, availability of such epigraphist is very less and the demand will prevail more in
future. Around 20% manuscripts that are preserved under state department have been digitized and published
but still there is huge volume of palm leaf manuscripts are to be digitized and conserved in modern Tamil. State
and federal government has taken many initiatives to digitize and translate the heritage contents, but still
technological solutions have to be paid towards to this task for faster, efficient and robust conservation of all
such documents in lesser time in such a way to publicly accessible and functional repository. Hence it is a

homepage: https://tamilinternetconference.org
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mandate to devise a novel system which can recognize the ancient Tamil characters present at palm leaf
manuscripts. This work focuses on palm leaf manuscript volumes written by the sage Agastya who lived
during 7™ century. There are 105 volumes of each containing 100 to 1500 leaves pertaining to Agastya
medicinal manuscripts available at State Library of Tamil Nadu, India. The indigenous siddha medicine and
medical procedure content of those manuscripts has high potential to cure various diseases. The current work
has involved the work of Agastya.

1.2 About Tamil Language

There are 12 vowels and 18 consonants in the Tamil language and there are about 216 compound
characters formulated by the combination of vowels and consonants as given in Figure 1. Grantha characters
such as (g, ev, ag, am, %4, wf) are also present in the Tamil palm leaf manuscripts. The numerals and metrics
are represented by haracters as given in Figure 1:

a a i T u a e e ai a (] au

S & 8 F o2 2@ 6T § @B ® ® (>0
k & &7 &l & & o OG5 G s Ger GBsm GClssr
A momr o m oW m mw Om Gu em Grr Grr GneT
c & &f A F & & & GFr s Osr Gsm Cwar
A eh @ € b b s Gleh Gep e Ohehim Bighm Clghon
t L om g & B B O G oo GQLr Grm Gl
n e eorm eoofl sl g g Glewr Geoor emenor Glsworm Besorr GlggoreT
t 5 gr g 5 & gr GO Gz ez Ot Gsr Ggar
n B BT B B B ET GB G ep GBET GET Gy
] u ur 9 9 y Gu Gu emu GQur Gur  Gluer
m w wbr 8 B @ w ©w Go o GCwor Gor Glosr
v w o wr @ W oy w Qw Gu ew Gwr Gur GuweT
e pgoor 1 F o mm G G eny Gom Egm Glger
I oer &8 8 g gr G G e Geor Geur  Glsver
v e eum el ff & &, Geo Gu ene Garmr Geur  Gleust
o pr @ 8 @ Gp G op Gpr Gpr Gl
I em em efl &f @ @ G Gwm emer Genm Gemm  Glsmem
r o oopr @ 4 p or Op Gp p Cor Gor Glper
n e e efl & gy s G Gar ener Glsom Geom  Clearer

& o Mm & (h & 6 S Fo o
1 2 3 4 5 6 7 8 9 0

o -day 15 - month @ - year - debit er—time, om - credit G - asabove @ - rupee
m - numeral e — quantity
Figure 1.2: Tamil Characters and numerals found in PLMs

The main challenge in recognition of character in Tamil palm leaf manuscripts is that the palm leaves
are brittle the dot over the consonants are not written as they may break the palm leaves which gives a good
chance of confusion to determine whether the character is a consonant or a (vowel +consonant) character. Thus,
if the dot on the letter is not kept, there are chances of confusion between the consonants and the
(vowel+consonant) characters. In the Tamil language, there are 18 consonants that can be misinterpreted with
18 other characters which can also be determined by either writing rules by the spelling of the word but they
are tedious. To make the script even more complex there are no full stops(no punctuations) in the script to
determine the words is also challenging.

1.3 Tamil Palm leaf Manuscripts

It is prevalent that most of the existing character segmentation and recognition methods are designed
for specific languages either printed or handwritten. It is observed that the recognition rate is much influenced
by feature extraction, and to recognize characters like inscriptions from challenging writing medium with
varying style and size is novel and yet to be developed. Hence, the focus of the proposed research work is to
segment and recognize the characters from palm leaf manuscript images. PLM consonants do not have a dot
modifier on top. Refer to Figure 2, there is no dot on top of any constants.

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 71-81



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 71-81, ISSN: 2313-4887 73

Figure 1.3 : Sample Palm script test lines

Original Palm leaf manuscripts that are preserved under controlled way is scanned in a high resolution scanner
and the scanned image will be stored in png format at PLM dataset. In image enhancement phase, the low
quality palm leaf image is processed in various stages to obtain well discriminated text in uniform stroke width
and size in order to effectively segment the characters present for feature extraction process. Once the
segmented characters are obtained, the structural features like curves, loops, line and the like are extracted and
feature vector is generated. Each and every attribute of feature vector will be the input variable for ANN for
character recognition.

The greatest challenge in character recognition is that there are several composite characters in tamil language.
As far as Tamil language is considered, it has various combinations which gives connected characters when
combined. The Tamil dialect characters are cursive with some of them having additional curves and loops. The
other challenges like binding holes in different positions and deteriorated leaves need special attention. The
limitations and challenges faced during this work will be addressed in future works.

Figure 1.4 : A Full Length PLMs structure

2. RELATED WORK
Explaining research chronological, including research design, research procedure (in the form of
algorithms, Pseudocode or other), how to test and data acquisition [1]-[3]. The description of the course of

research should be supported references, so the explanation can be accepted scientifically [2], [4].

Tables and Figures are presented center, as shown below and cited in the manuscript.

Table 1. The Performance of ...

Variable Speed (rpm) Power (kW)
X 10 8.6
y 15 124
z 20 15.3

Deterioration of the Palm Leaf Manuscripts poses a threat in the degradation of the treasured
information and thus, rendering Digitization[2,3], an important task for preserving that information. Image
Restoration works have been prosecuted in various languages such as Tamil, Malayalam, Telugu and Arabic.
The manuscripts were subjected to a number of pre-processing techniques as the primal step for its restoration.
Some of the pre-processing techniques [1] are Edge Detection, Contrast Enhancement, Segmentation, etc. Palm
Leaf Manuscripts are converted to Grey Scale through the process of Binarization[13]. Through existing Image
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Pre-processing techniques such as Noise Removal, Thresholding, Smoothening, etc., the initial phase of Data
Processing with images containing High Contrast-Background Separable-Palm Leaf Manuscripts will be
obtained. Insights obtained from existing noise removal algorithms are as follows: Binarizing and estimating
the optimum parameter value [5] from a subset parameter range, Filtering the noise [6] based on its standard
deviation, Development of Automated Document Image Binarization [7] using RoBO (Robust Bayesian
Optimization). Apart from the afore-mentioned, Threshold plays a pivotal role in denoising images and thus
selection of Threshold becomes vital. This Threshold Selection mechanism can be achieved through Gray
Level Histogram[8]. Using Local Otsu Thresholding and Sobel operator-based Image Gradient approximations
[4], the proposed algorithm gives the best results for noise removal from palm leaf manuscripts both visually
and in terms of PSNR (Peak Signal to Noise Ratio) and MSE (Mean Squared Error) values with less complexity
and overhead. Performance of the said approach depends vastly on the Threshold value used for filtering the
given Palm Leaf Manuscripts.

The next task of our Research would be to segment each Character, which is a tedious task, as there
are a number of issues that may arise while segmenting Characters [14] in Palm Leaf Manuscripts which
includes: Difference in the Skew angle between the lines, Overlapping Characters present in the same line and
also overlapping that arises between adjacent lines. In General, Character Segmentation through the etched
lines can be classified into five categories [15, 16] namely Projection-based method, Smearing method,
Grouping method, Hough-based method, and Repulsive-Attractive network (RA-network) method. Using
existing methods, we will strive to devise an optimum mechanism that generalizes well for our dataset. — In
this particular research setting, the next task in hand will be to extract the features that represent the handwriting
style. This process of extracting feature vectors from handwriting style constitutes Feature Extraction Method.
Two common groups of feature extraction methods (textural and grapheme-based) are explored [17]. The
Feature Extraction Methodology will be based on the idea that the handwriting style of the general population
evolves over time. Character Recognition Methodology has taken a drastic turn as the Handwritten Characters
inherently paved way for OCR Systems, in which, there exists automated recognition of characters present in
digitalized format [18] like paper documents, PDF files and character images. In our Research, it is, therefore,
mandatory to create a High-Performance OCR Engine using Machine Learning Technology to analyse digital
images and subdividing them into lines and further into characters. Challenges in Character Recognition [9]:
Existence of Marginally low contrast between foreground (Etched Letters) and background (Palm Leaf) of the
given image and One of the major challenges faced by any existing gray scale conversion algorithms, is that,
there exists an unevenness in the rendering of Background color. There exists an ambiguity amongst character
symbols if they touch or overlap each other and thus becomes quite a challenge during the task of Character
Recognition. Other works on Character Recognition (Other Languages excluding Tamil): Investigation of
Character Ligatures of ancient Greek Manuscripts [10], Using SOMs (Self-Organizing Maps), Character
Recognition of Lanna Script (an obsolete script of Thailand) [11], Recognition of isolated handwritten Balinese
Characters from Palm Leaf Manuscripts [12], The penultimate step of Word Recognition consumes a lot of
time and is dependent on the judgement of a Human Entity. Reducing the demand for Experts, we strive to
devise a Word Recognition methodology that would group characters to meaningful words using Deep
Learning Technologies such as CNN, RNN and LSTMs, given a Lexicon Provider. This annotation of raw
Manuscript Text with the most informative transcription will then be transliterated to Contemporary Tamil
rendering as the Deliverable for this particular Research Problem.
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Figure 1. Effects of selecting different switching under dynamic condition
3. PROPOSED METHODOLOGY

Around 500 Sage Agastiyar’s medicinal palm leaf manuscript images were obtained from State
Department of Archeology to this work. Each leaf contains around 7 to 10 lines of text. Approximately there
are 100 to 150 characters present in each leaf. Hence the data set is adequate for machine learning. The overall
methodology is depicted in Figure 4.
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Figure 3 : Proposed System Architecture
3.1 Image Acquisition:
Identified palm leaf manuscripts will be scanned in high resolution scanner with 600 dpi and scanned

image is stored in .png format. Such a way the PLM image dataset is created. A sample image is given in
Figure 2.

Figure 3.1 : Original PLM image

3.2 Image Enhancement:

The scanned PLM image is first converted into grayscale, undergo filters for noise removal, and then
binarized using Adaptive thresholding technique in order to discriminate background foreground subtraction.
In adaptive thresholding, threshold is calculated for each pixel in the image I;;. If the pixel value is below the
threshold constant T, I;j; < T, then that pixel is set to the background value; otherwise, it set to foreground
value. Equation (1) depicts adaptive thresholding.

T(X,Y) = WA(K,Y) = G e (1)

T(x,y) - threshold at pixel location (X,y)

WA - weighted average value calculated for each pixel

After thresholding, the foreground characters present in the PLM is discriminated from its background. This

process is called binarization. Further, morphological operations of erosion and dilation is performed to fill
any gap in the stroke and to eliminate extra projections in the stroke line.
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Algorithm PLM Image Enhance (PLM Image Dataset)

Input : PLM Images
Output : Enhanced PLM Images
Begin
for all PLM Images PLMi
crop PLMi to eliminate unwanted boundary part
convert PLMi into gray scale image gPLMi
gPLMi = luminous (PLMi)
binarize gPLMi
bPLMi = Adaptive Thresholding (gPLMi)
remove noise from Binarized image using Median Filter
fPLMi = Median filter (bPLMi)
mPLMi = morphologicaltranslation (fPLMi)
Store mPLMi in preprocessed dataset
end
End Algorithm PLM Image Enhance.

3.2 Image Normalization:

Min-Max normalization depicted in eqn (2) is done to ensure uniform distribution of image pixels that
makes convergence faster while training the network.

(MPPi—Min)newMax—newMin+newMin+newMax -------- 3

N .
mPLMi T

3.3 Segmentation:

Firstly, the whole image is divided into N parts, and every part retain the same height, Width is 1/N,
the text image is then processed by a sequence of operations, and then the upper and lower bounds of the region
are determined by the projection scanning in the horizontal direction, from the top to the bottom line by line
scanning, and instantaneously obtain the black pixels of each scan line, the number of Pixel black spot
accounted. Partition structure Horizontal projection profile of the preprocessed PLM image mPLMi is
calculated as given in equation (4). Once after lines are segmented, then convex hall is applied to segment each
and every character from the segmented line.

d - , . . , , ,
?j;smrt Zi‘j;l;iait pixel(i,j)+pixel(i+1,j))
Si= -

subwidth*subheight

This projection function is smoothed using Gaussian low-pass filtering to reduce noise and remove false
projection lines.

Algorithm Segmentation
Input : Normalized image
Output : Segmented characters
1. Begin
2 for all mPLMIi images
3. create horizontal projection profile Hp
4. hp =
5 do profile smoothing by Gaussian low-pass filter
6 S(hp) =
7 Create vertical projection profile Vp
Vp = contour convex hull (---)
do profile smoothing by Gaussian low-pass filter
S(Vp) = Gaussian low pass filter (--- )
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8. end
9. End.

3.4 Local Binary Pattern based Feature Extraction:

The performance of the recognition system relies much on the quality of feature extracted. Feature
extraction is done using Local Binary Pattern (LBP) algorithm which results in 8-bit binary array in which the
character image SCi of size NxN is divided into fixed size small cells of mxm pixels each {pi,p2,....pm} and
each pixel pi is compared with its 8 neighbours along a circle in counter-clockwise.

LBPPR = Xp — 1S(Gp-Gc)

P=0

Where

S(x) = {1 if x>=0 0, X<0

The 8-digit binary number obtained is decimal converted. The histogram is generated for each cell and
concatenated for entire window to give feature vector of 256 bits [0 ... 255] of the given character image SCi.
The feature vector for all the character images are generated in such as way and taken for neural network input
nodes to classify character images for character recognition.

93 87 112 LBP Image

| g ™
5 l 108 101 48 53
!
Character Image 36 89 124 “]
L | J ] I

Histogram Pattern

0 0 1 (00101001) = 41

1 101 0 —1

Figure 3.4 LBP pattern generation process

Algorithm Character Feature Extraction
Input : Segmented Characters
Output: Feature for each image Sci € Sc

1. Begin

2. for each image Sci € Sc do

3. Compute Local-Binary Pattern LBP

if pi > neighbour( pi ), then

LBP(pi ) =0 ; otherwise,
LBP(pi)=1.

4. Generate feature vector f;

5. end for

6. End

3.5 Character Recognition

The character images feature vector {fi|i= 1 to total number of character images SC;} were fed to an
Artificial Neural Network for recognition of character they represent. The ANN model has input layer of N
nodes such that {xi, x2, ...X~} where N is the sizeof(f;) and 21 fully connected hidden layers of varying size
activated by Relu function at each layer. The output softmax layer is having number of nodes equal to the
number of unique characters that are to be recognized. Gradient Decent based Backpropagation algorithm is
used to train the network. In this case, frequently appeared characters in the PLM samples were trained initially
to observe the model performance. The model is optimized with ‘adam’ optimizer to reduce the generalization
error to the extend possible and to overcome overfitting problem. To further optimize and avoid vanishing
gradient, L2 and dropout normalization is used with 25% dropout at all hidden layers. Nearly about 3000
character images, 2500 were used for training purpose and 500 were used for testing. The training accuracy
and testing accuracy were measured along with loss at both the stages.
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4. RESULTS AND DISCUSSION

The original palm leaf Manuscripts are first undergone image processing. The resultant image after
each stage of image processing is given in Figure 4. Three various filters were applied for removal of noise
and median filter performs better as depicted in Figure 4e in which their performance is compared with the

metric PSNR (Peak Noise to Signal Ratio.

Figure 4 e. PLM image after Median Filtering
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Figure 4 f. After Thresholding — Background discrimination
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Figure 4 g. Normalized image

Once the noise removal is done, then the background discrimination was done to eliminate the background color and
to highlight the characters present in the script using adaptive thresholding with block size = 35 and constant value
= 40. Maximum threshold limit set is 255 and the resultant image is given in Figure 4f. Then the binarized image got
normalized at 0 to 255 range. The efficiency of different filters are measured by Peak Signal to Noise Ratio value
and the median filter that that gives higher PSNR value is taken for noise removal of all PLMs.
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The segmentation process is applied to the normalized image using horizontal and vertical projection profile and the
rate of segmentation is evaluated with the ratio between the total number of characters present in the manuscript and
the number of characters successfully se mented The sementatlon results are given in Figure 5.
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Figure S b : Vertical Segmentation
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The rate of Segmentation is measured in terms of ratio between the no.of Characters correctly segmented and the
total number of characters present in PLMs.

Segmentation Rate = No.of True segment / Total no. of characters

The segmentation rate observed is 88% in this case. This rate is higher for clear character images and lower for
broken characters present. The segmented character images after thinning were applied to LBP for feature extraction.
The feature vector and its corresponding histogram is shown in Figure 5 for some character images as sample.
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Figure S : Feature Extraction — LBP histogram

The ANN performance is evaluated in terms of accuracy. The model is executed for 4000 epochs and the training
and testing accuracy and loss percentage observed in each epoch is plotted and shown in Figure 6.
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Figure 6 : Accuracy and Loss Curves
5. TESTING AND VALIDATION

The proposed model is tested with various test cases which covers the character images of clear, partially
deteriorated, broken, overlapped, and other untrained alphabets and numerals. The other character test case also gives
results as expected. Unexpected result comes for overlapping character test cases. The training accuracy of 78% is
obtained whereas the validation accuracy is 68%. The generalization gap of 10% exists due to the test case contains
unclear characters too.

6. CONCLUSION

On examining various filter to remove noise present iht he PLM image, it is found that median filter has
high PSNR value and concluded to be more suitable for PLM images. The proposed Local Binary Pattern(LBP)
technique of feature extraction is state-of-art and have innovative idea to use Natural Language script images. It is a
texture based approach that extracts character feature in an effective way and occupies less memory and time
complexity while training. The ANN model build is giving more than 76% accuracy even early stage of epochs. So
that on reduces time taken for training the model. The proposed model is trained and tested for vowels and
Consonants and for other single characters. But does not deal the compound character sequences(&IT, G1&, Q&IT
and the like) which is really a challenging issue and our extended work is being carried out to resolve this challenge.
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ABSTRACT

Information Extraction has a number of sub domains to extract such useful
information as related to the applications. The sub domains are Relation
extraction, Named Entity Recognition, Audio Extraction and Terminology
Extraction. NER Tagging is the process of classifying the POS tagged

Keywords: entities into specific groups such as, Person, Place, Organization, Time, and

Date. This group entities will increase based on the application of NER
A Named Entity Recognition Tagging. Named Entity Recognition is also called extraction of objects and
B Gynecological Domain identification of objects in pre-defined classes. A lot of applications are
C Machine Learning created using these NER Tagged entities such as Marketing analysis, Fame
Algorithms analysis of particular product, Sentiment analysis, Movie or media analysis.
D Tamil Gynecology NER Tagging in regional level languages is complex and is a growing area.

In this paper the novel Named Entity Recognition (NER) model is discussed
for Tamil gynecological text data which are tagged with its specific POS
Tags. The Morphological analysis and Part of speech tagging are already
done as preprocessing tasks. The preprocessed and POS tagged datasets are
used to extract the named entities in gynecological domain. There are
numerous named entity recognition approaches already proposed by NLP
researchers. In this research, we have concentrated to extract the
gynecological named entities from Tamil text. In this work, the named
entities are recognized with the help of machine learning methods Finite state
automation method (FSA), Naive bayes classifier and Unidirectional Long-
short term memory method (UD-LSTM).

The performance of this three machine learning approaches are evaluated by
Precision, Recall and F1-Score method. Based on the performance of these
methods, the Finite state automation model performs well and yields high
accuracy (89%) for the given domain datasets when compared with the other
models.
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1 INTRODUCTION

Information Extraction has a number of sub domains to extract such useful information as related to the applications.
The sub domains are Relation extraction, Named Entity Recognition, Audio Extraction and Terminology Extraction.
In this chapter, the implementation of Named Entity Recognition (NER) is discussed for Tamil gynecological text
data which are tagged with its specific POS Tags. NER Tagging is the process of classifying the POS tagged entities
into specific groups such as, Person, Place, Organization, Time, and Date. This group entities will increase based on
the application of NER Tagging. Named Entity Recognition is also called extraction of objects and identification of
objects in pre-defined classes. A lot of applications are created using these NER Tagged entities such as Marketing
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analysis, Fame analysis of particular product, Sentiment analysis, Movie or media analysis. NER Tagging in
regional level languages is complex and is a growing area.

2. REVIEW OF LITERATURE

Information was extracted from tourism domain text using a machine learning-based information extraction
model!l. Information was extracted from tourist databases using text classification and named entity recognition
(NER) approaches. The data for the selected domain was extracted using machine learning technologies like
SPACY and BERT. For Named Entity Recognition, it was discovered that the BERT model had the highest
accuracy level (99%). For the Text categorization challenge, the accuracy of the BERT and SPACY models was
around 95 % to 98 %.

A framework for named entity recognition in Malayalam been proposed.. It was a deep learning strategy in the
NER system for Malayalam. In the case of NER, it was discovered that DL-based techniques greatly outperformed
classic shallow-learning-based approaches. In terms of precision, recall, and F-measure, the deep learning strategy
for NER system in Malayalam surpassed the others, with an F-score of 8.92 %.

The method was to use a rule-based Kannada named entity recognition systemll. Pre-processing and entity
recognition were the two processes. The sentences were obtained from various sources and divided into words
during the pre-processing step. The Support Vector Machine model was used to recognise named entities in
Kannada words. The regulation was created in order to identify the person's name, location, and classification. This
method produced a good accuracy result of 89.32%.

Abinaya et al® proposed a unique solution for Named Entity Recognition (NER) in Tamil based on the Random
Kitchen Sink algorithm. The process of identifying entities in relation to Names (NEs) from text is known as named
entity recognition. It entails categorising and identifying preset categories such as people, places, and organisations.
NER has conducted a variety of studies utilising various machine learning approaches for English and Indian
languages. This study used the Random Kitchen Sink method, a supervised and statistical approach, to develop the
NER system for Tamil text. They compared Support Vector Machine (SVM) and Conditional Random Field (CRF)
performance. The NER system performed well, with RKS scoring 86.61 percent, CRF scoring 87.21 percent, and
SVM scoring 81.62%. The performances in SVM and CRF were 86.06% and 87.20%, respectively, after increasing
the size of the corpus.

Srinivasan et al.l’) built a new Automated Named Entity Recognition from Tamil Documents. This study used
Supervised Learning to provide a novel approach for extracting Named Entities from Tamil language text. The NEs
were extracted using a hybrid technique. The features that could be derived based on the Tamil language NEs were
used in the Hybrid framework. The approach was assessed using 1028 documents from the standard FIRE corpus,
yielding an F-Score of 83.54%.

It was invented the Automated Named Entity Recognition modell. The algorithm assigned the NER tags to the
tokens in Tamil documents using the supervised learning method. The feature extraction from Tamil documents was
designed using the Naive Bayes technique. There were 1028 Tamil documents in the corpus. Regex Feature
extraction, Morphological Feature extraction, and Context Feature extraction were the three feature extraction
models they employed. The Precision and Recall approach was used to assess the model. The last F-measure
resulted in a score of 83.54%.

3. NAMED ENTITY EXTRACTION IN TAMIL LANGUAGE

Due to semantic ambiguity identification and extraction of named entities from domain specific Tamil text
documents become a difficult task. In Tamil language, sentence is in free word order and a single word can give
different meanings. For example,

The Tamil sentence,

RIS SO FaLLUBSTLmoGH 6 (Helancd Lumms! -

1(Our College won the first prize in Basket ball Tournament)

TRIGET SOV &G SMLEFT UBST] -2

(The minister came to our College)

In sentence 1, an entity &6VSIf] (college) is named as organization

Again in sentence 1, an entity &6080TIf] (college) is named as place

This shows a single entity ‘college’ gives two meanings in two different contexts.
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Tamil language has free word order. Even though we change the order of words in a sentence, it gives the same
meaning (Sangakaravelayuthan, R. et al., 2019). Simple word order example is given below.

Table 1. Word Order categories in Tamil

S. No Sentence Word Order
LIFe0ale LiaTeleh@ LIF&Immen

L (Selan to School Going) -$-0-V-
LFeeueT LFQSmmer LaTefls g

2. (Selvan going to School -$-V-0-
LEFQHMMET LFeauer LiaTersE

3. (Going selvan to school) -V-5-0-
L& mmar Uataflég Lsaeuar

4. (Going to school Selvan) -V-0-8-
uetafl&@ LFLSRDHTET LFaeuaT

5. (To school going Selvan) -O-V-8§-

6 LeTafl&@ LFOaET LFLSDHTET o.s_V.

(To school selvan going)
When we change the place of each word, all the six sentences give the same meaning. This meaning can be
identified by human being but a machine cannot identify the same meaning. If we give these sentences as input to a
well trained machine, it cannot give the same meaning. To solve this complex problem by machine learning
approach, the proposed model trained with pre named entity tagged corpus. General corpus is tagged as general pre-

defined named entities. The following Table 4.2 provides the brief information about Named Entities.

Table 2. General Named Entity Tags

Tag. ID. Level 1 Level 3 Instances
Title “G\(H”
Individual 55 60T 00T 60T
1 Person Group “Gn oo MTEuTEU [ 66"
Family Name "LFJlTU_Jlj'", "‘&')ggmj'"
Public Sector “‘FLUTHGAUTHS &P&HID”
Private Sector " oCmensoT
Government @ arem-6nu1g o “g L6y
Religious EVIEI
2 Organization Charitable Trust “Ueiterfleumeren”
Non-profit Organization “eGUBTATHST Lig Ter ()
Asso.ciation Bl mieuerin”
Media “IBRISTLHWSD”
“Lgamaly GiflsusL Gerl”
“ELLDaV gLl GBS W’
Village "gemerlLiLL1q"
City "enoGILT"
Panjayat "GE0VTEETLD
Taluk uGemuga uuflugsrid
District BTET "FOUSHLS
Nation eomallensn"
3 Location Continent "QBHWT"
Door.No. el Q{GU)LII]‘]&;BBIT'
Street Name "LI[B.4/56-2"
Area o . .
Pincode MAUGG MmocTR &
Water Bodies us®"
"GN S S
“625540”
“GnoEBEF AT
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4 Materials

5 Entertainment

6 Living Things

Money
7 Quantity
Count

Time
Date
Year
Month
Seconds
Periods

Fruit
Vegetable
Tree
Plant
Furniture
Electrical
Motor Vehicle
Metal
Medicine
Chemical
Cloth

Drama
Sports
Cinema
Events
Conference

Birds
Animals
Reptiles

"QUTLLALILLOLD"
"LIGUMIG MWILD"
"9LEMeVTLD"

555 flFLFL"
"BITH&TEI"
"USTLOGSTLG"
"DSTLAT LESR 6T
"@@L.DLJ"
"UTITRLanoensome”
"FOLIT L
&L {H"
"STVFFL L
"oueTall G HHSHET (G- aiD"
"E)I—”qu."

"o uilgEHa REaH"
") ([ 6% 600T LD"
"USDHETEL

66)( HLF)FT@"

"G &M

"GRIGL0D"

"DSL6"
"QI'I_jIJITU'_I"
"BHOTHTID"
"5000"

e ‘ITQSLb"
"BIL&TLLY"
u@rﬁlasa'-ru
'|6).|®66)3'»"L.D“
ueﬁ]aﬂ-n-l_q-u
"BlflencLd"
l|umrrm-l|
l||_”_”-|-@§-|l|
"Bl s"

3. NAMED ENTITIES RELATED TO MEDICAL FIELD

The proposed Information extraction system partially identifies the relation of the gynecological domain text
issue leads to the initiative to develop named entities specifically for health issues

Table 5.3 Medical related Named Entities

. This

Tag. ID. Level 1

Level 3

Instances
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External "GO, "G S"
Skeletal "&IT6 eTauLdL]"
Integumentary "GL6V (Pl
Muscular "G LG
Respiratory "mILyufyev”
Circulatory "@)&WLD"
Urinary "6 01 B 75 L
Digestive "&) dyn
DIGSMO6Y
1 Organs Immune A\ : I
Nervous "@I]E)g) I_IG).|61T.I_6T|"'U_|@).|855561T
Endocrine “@DI_GT‘ by 9
Reproductive Lo W@ &gu .
"SELULL", "FILerpLlemL"
External "SLE& auedl"
Internal "2 6T quedl"
Cancerous "QISSLILMHMISHTUI
Rheumatism "EUMELD"
Disorder in Blood Circulation "QIE G SLDTOE D",
2 Diseases Skin Disease BErddleuco " oyfliy”
Heart Disease "LenL"
Lung Disease @\ ST
Reproductive Disease "ﬂjg?’%; 51@6(3'_# IT’IFT”
"GbLSWaranL"
Primary "SHILL LD S&HET"
3 Prevention Secondary "BlpHenLLD
Tertiary o 55@"
4 Disease Screening Xsp” .
Identification Testing “urtedlwg”

4. NE EXTRACTION MODEL

From the pre-processing, Morphological analysis and POS Tagging, the Tagged corpus comes with parts of speech
tags for each word. To extract the useful information from the tagged corpus, named entity extraction from the
tagged corpus is the important task after POS tagging. The named entities are tagged for the gynecological domain
text by using the above Medical related NEs and machine learning methodologies. From the general text NEs, the
Medical related NEs are derived for the proposed research work. Initially, general named entities are tagged by
simple and powerful machine learning classification method, that is Naive Bayes classification. Before
implementing the Naive Bayes classification method the TF-IDF metrics are to be calculated to classify the tagged
corpus.

4.1 Metrics for Evaluation

The TF-IDF is a statistical measure of a word's uniqueness that compares the number of times a word appears in a
document to the number of documents in which it appears. Term frequency is a metric that determines the
proportionate number of terms in a document to the total number of words in that document.

count of tindocd
TF(t,d) = ! : (1)
total number of words indoc d

Document frequency is the measure of number of documents in which the term is present.

DF(t) = occurance of t in doc d )
Inverse-documen1t+frequency is the calculation of informativeness of the term t in documents.
IDF(t) =log — " _

© 8 14DF(d,t) +1 )
Finally the TF-IDF is calculated as
TF — IDF = TF(t,d) X IDF(t) 4)
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With the help of TF-IDF measures and the pre-tagged corpus, the named entity identification for the documents is
done by the powerful classification algorithm, the Naive Bayes classifier.

The supervised machine learning method Naive Bayes is based on the Bayes theorem. It is a probabilistic machine
learning-based classifier that considers that each feature in the input text is independent during classifying. The
posterior probability is used to identify the class of a NE classification I in a given set of characteristics.

Bayes Theorem

Likelihood
How probable is the Evidence

Posterior
Given that our hypothesis is true?

How probable is our Hypothesis
Given the observed evidence?

\ P(H|E)= P(E|H) . P(H)
P(E)

Marginal / .

How probable is the new evidence How probable was our hypothesis
Under all possible hypothesis? Before observing the evidence?

Bayes classifier works based on the trained data as evidence and testing data as outcomes.

_ P(XnY) __ P(XnY)

P(XIY) == = P(YIX) == (5)

P (Evidence | Outcome) P (Outcome | Evidence)
The Naive Bayes classification calcul ates the individual probability using the formula given below.

P(C W) = P(C)x P(WIC) (6)
P(Cy) 15 calculated as,
P(C ) _ totalnumber of features belongs to C; in the training sets (7)
) =

total number of features in the training sets

P(W|C;) The conditional probability is calculated as

P(C ) __ total number of words (w)belongs to Cin the training sets (8)
e total number of featuras belongs to C;+|U|

where |U| represents the total number of unique features in the training documents.

Similarly, each entity has its own collection of features, which are mentioned in the method above. Totally 1635
gynecological documents were tagged as named entities. By implementing the TF-IDF calculations for the selected
corpus data, entities of each sentence were named in association with its NER Tags.

Using Naive Bayes classification ten named entities were identified in the Gynecological Tamil text chosen.

We identified this collection of named entity tags from our data.
Table 4. Extracted NER List

Nam;(;gEsntity NEs in Tamil Example
L CATTH LILIGTSET, B [Han:aeanTTar LILmgseT, snLemfILLemmaeT,
Person LT solenlsar, ygalss LLGTSET, AILSEE QubS LLT&ET
Place <@ Lh> sEULL, ALeriuule, Onlumiide, serLu amrulle
. ﬁl'ja'saauoraaeﬁ uaJeiTLmlJu@gsb aa|j|L||_|L||_u ugbrcmg)[r)rrm,
Problem ~Shru> SEUILLAIMIL LHMISHTL, oomyUsLILDHDISHTUI
Medicine < o(BHS> 5®ug,® o rrg,@waam
- ; B®5 57 1LUSD G e, LB LU pUler,
Time <6ByL> GLBLESERGE LM (B LLUMWE!
Number <6T600T> 18, 45, 35, 60,50
Symptoms <l @fl&er> @congellancom 561'T6ﬂ‘1135urr56'u MmoomLIGHEIGeTe BLET
. . HOLLE LEQSHELHTHTERSE, Mm2-6) amL HEG TGS GHS,
Prevention <5HuLLD> aalT_JLuugs BLaMO em rrg;%u;amm 2B& ETD LWL ()& S 56
Test <GFNHL 60> oll. 19.:.60.q., urlevidwry
Procedure <o BHS SN ggn_eu @@ELF oBSHIO GOTEFLET
>
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The above Table 4. gives the list of named entities extracted from the Gynecological text data in Tamil. From the
extracted named entities, the problem entity has the list of major health problems gathered from the gynecological
text data. NE tagged entities related with disease category are given below in Table 5.

Table S. Disease Category NER

S. No Disease Categories
1 SLSTTHHWLITENCLD (Women Health Education)
2 LIeueTsLamLISL(p &60 (White discharge)
3 FLerlILLILHMISHTL (Ovarian Cancer)
4 SOULUBTEHSL 1867 (PCOS/PCOD)
5 WUyl s B (Vaginal Cancer)
6 SHLIL LMWL DOISBTU (Cervical Cancer)
7 @MIUSLILMMIS BT (Breast Cancer)
3 LETTW@H (Thyroid)
9 @oongelencomiliizs AL ar (Menstrual Problems)

Above Table describes the Disease category named entities collected from tagged corpus. There are 9 categories of
diseases found in the selected Tamil gynecological text corpus. With this NE tagged entities relation can be done
within the same group of NE categories.

5.RELATION EXTRACTION

The task of obtaining semantic relationships from a text is known as relationship extraction. Extracted relationships
are those that exist between two or more entities of the same type (for example, people, organisations, and places)
and fit into one of several semantic categories (e.g. married to, employed by, and lives in). In the proposed tagged
corpus data, relation can be made from the disease category named entity list. The relation implemented in the
proposed named entity relation is many-to-many relations. The proposed relation created for the gynecological text
document is given below.

Cgmansin wn
(unwanted hair)

Quessdr S5 ib
(6yneacology)

(vaginalvaccination)

Problem

pause)

{Mammogram Test)

(above 45)

ongci s S
(Menoy

Figure 1. Relation extraction for Gynecological Domain Text

homepage: https://tamilinternetconference.org



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 82-91 ISSN: 2313-4887

The extracted relation by using named entity attributes full gynecological Named Entities are related with the other
entities. Each entity is related with the others by the relation index id. From the NER tagged datasets the relation is
created with the related entities tag manually. The noun tokens are assigned as the following NER tags. <[BLIF>
Person, <6n@)LD> Place, <G [BITUI> Problem, <6mo (BB EI> Medicine, <& BIFLD> Time, <6Tevor>Number, <Ml @ n)l & 67>
Symptoms, <LIFUIWPLM> Procedure. Each entity in the corpus is stored with relations, client entities. For
example,the entity karuppai vaaypputrunoai (&(@BHLILLI eUTUILILMMIGBTUL), has the following relations with the other

<P158>

{S1><ErpMlssmuenuUamiiymHmerml</Grmls-</S1>
{S2><EEMU>YUDHmEHTUISEE60 </GHmul>

<WBES > SHULT </0GES > @&6DE GG @GERMS </S2>
<S3><EErh-umsilwe aumb&ansanil G FTLBIGASDE (LNaETEU </GHTLh =

@hS <0HES -2 Flenll</IDHHE > QFNSHEETHUCES MBS LIS </S3 >
<S4 ><BUF=LT&Lfler</BUl > <Q&FULNanD 2, GamaFsne UL </GQFUILNenm =
<ETE00T > LI & </6T600T > (LNGHED <ETa00m > 26 </&T6000 > <&EIMTeulh >

QSIS GET </EMeulh > @FenaT <6 FUILNEND > 6 F a5 F &6 STETETaUT D </CFUINEn D = </S4 >

<S5 > 6600 =45 </6T600T > <SHMEULD >GUILS! < /& MeULh > eUemT @S
<@FUI(LNEmM > LIev qorar| & @ D/ & UI(Lnenm = </S5 >
<S6><BuUiailnleals6r</BUlf> @hs <l0@Hba > sar&lanil </ I00HHS >
<QFWDEND > Q& MNSF SR EHTETaNS Fn LTS </CQFWLNeND=</SE6 >

N </P158>
entities:
Figure 2. Named Entity Tagging Structure
Table 6. NER Tags Relation Structure
Sentence ID NER Tags Tagged Words
S1 <GBTUI> SGEULLTULDDISBT
© <BBTU> UDDISBITL
<MoBHS> SOLLE
<@BIL> umeflwe) UTPELELIL UST@oRGSNE
S3 . WeTEL
<6 (BHHSI> f2001)
<[BUIT> COMGH MO
<uFweLm> UG 6VTE L 60T
s “aar- 58
<6T600T> 26
<&[MeuLh> QWG
<UuFWIWLm> L& IG5 &L & MeTeTeuITLD
<6T600T> 45
S5 <&HIMeULD> IS
<UFWIpLm> Lieveurerf&@Lh
<pLIT> &1L ol 6
S6 <emoBHS> o)
<uFIpLm> LSV SHGLIGTETATE GneooTs

Based on the Named entity tags found from the document, the relation has created to extract the useful information.

Each named entity has its own attributes to specify from the documents.
A sample relation for Breast cancer entity is shown in Table 7.

Table 7. Extracted relation for the Breast cancer

Keywords for Breast Cancer

Name Breast Cancer
@mmuller Luwg) (@comgusLILmH
ShiTu)
Person Teenage girls, Married women
Wwnmés (USTano QUULIS! LILIGUITS6T &) (60 - 6m e e
QUTEUITLD) LILIGOoT&61T)
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Reason Harmon problems and Genes
(STyeuorLD) (OIS GLMHLME), Serser)
S ‘ Cyst in breast or armpit, Swelling in breast
(&ﬁnéé’f;; (@confusRIsaTaT S5, SEGaldD
) GG 6T,
moomyLsREGeTe alhei)
Test Mammogram
(U && g L) (HFWUGETSLAT, MESMSTRTTLD)
Prevention Limit alcohols, Healthy weight
(BOUY (GULUNESLD, M6 eTenL)
(LD EE)
Medical treatment Surgery, Chemotherapy
(oSSl (DLM) (SnLa AREFLE, BarsTusrLl)

Finally the related entities and their attributes are related with their appropriate named entities. By using this
relational structure Information Extraction framework is developed.

Based on the extracted Named entities, related keywords are found by the model, and the list of keywords is to be
used in classification task. These keywords are listed from the named entities by the evaluation of TF-IDF method.
The frequency of occurrence of each named entities is calculated. The most optimal occurred entities are listed as
keywords. This process is explained in the following figure 2.

QuamCammuilue s5ad HaTEFWLD
Gyneacological Information Extraction

i {Anale)

Listof Named Entifies: List of Keywords assaciated with the Documens

Figure 3. Named Entities and Keywords Extraction
In figure 5.2 Tamil gynecological data are given as input to extract the needed information. From the NER corpus,
the list of matching entities is found by Naive Bayes classification method. Extracted named entities are listed.
Using TF-IDF calculation method, the list of keywords is selected from the Named entities. The list of named
entities and keywords is forwarded to the classification process to extract the useful information as entities which are
matched with the Entity corpus.

6. RESULTS OF NAMED ENTITY RECOGNITION EXTRACTION

For the named entity extraction, Naive Bayes classifier is used to classify the features with its relations. To evaluate
this task general machine learning model evaluation method is used Precision, Recall, and F1-Score are calculated.
For the gynecological domain text the entities are different from general domain text. Chosen Entities are Person,
Place, Problem, Treatment, Test, Prevention, and Reason. Total tagged words by POS tagging is 62,439. Evaluation
results are given the Table 8. and Figure 4. graphically.
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Table 8. Evaluation results for NE Extraction

Named Entities Precision Recall F-measure
Person 0.90 0.83 0.86
Place 0.91 0.84 0.87

Problem 0.86 0.81 0.84
Treatment 0.82 0.73 0.77
Test 0.85 0.81 0.86
Prevention 0.89 0.88 0.89
Reason 0.81 0.83 0.78

Named Entity Recognition using Naive Bayes
0.87 0.86

2 0.86

o= 0.85

=

0.84

S 084

E 0.83

s om

= 0.81

=

- 0.80

[_5 0.79 . ; .

Precision Recall F-measure

| Evaluation of Named Entity Recognition

Figure 4. Naive Bayes based Named Entity Extraction

Naive Bayes classification method is used to extract the named entities from gynecological domain text in Tamil
language. This Naive Bayes model performed well in the selected domain text.
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ABSTRACT (10 PT)

Online Social Networks (OSN) are playing a vital role today for the diffusion
of information across the world within a fraction of second. Today OSN
support all sorts of regional languages for their users to propagate their
messages. Such kind of actions carried out by the OSN users are not only share
the messages but also helps the business agencies and individuals to promote
and identify their needs. By considering these on mind, a novel framework has

Keywords: been formed out for analyzing and finding the meaning of Tamil posts
produced by the users and diffuses the meaningful information with the aid of

A Online Social HetNet formation in 5G networks. The framework being constructed is

B Networks, HetNet deploying the sentimental analysis and re(fornmender system for the benefit of
. . faster solution. The proposed framework is useful for the society to group the

C Diffusion same users with similar internal traits and topics as well it help to identify the

D LDA needy in a faster way.

E influencers

F5G
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1. INTRODUCTION

Online Social Networks(OSN) are becoming the popular platforms and are the sources for the
campaigns creating, larger crowdsourcing within a fraction of seconds. When a topic is discussed on OSN, it
is diffused to all people involved in the networking environment. People who form such virtual by means of
posts are categorized to as influencers and those who follow the created campaigns are called as followers.
Larger number of people, and business companies are involved in the information on OSN to form opinions
and selecting choices on lifestyles, politics, health and product purchases, etc. [1].

There is widespread subjective evidence of formation of electrical campaigns in which the political
operatives insert memes into famous SNS like Twitter and Facebook, etc. Besides, there are huge number of
campaigns of coordinated spam messages in OSN along with promoted and advertising concepts. A campaign
in OSN is a collection of users and posts as like on blogs, comments on OSN and forum posting, etc [2]. The
invention of digital technologies diffuses all kinds of messages and the evaluation of the Internet referred to as
OSN blur the boundaries between private and public activities [3]. Besides, the recent social network sites like
Facebook, Twitter and YouTube, etc., are not only connecting the larger number of users, but also extracts
exabytes of information from their daily interactions. OSN also exhibit the three basic characteristics of big
data called “three VS”- that is Volume, Velocity and Variety and forms a new meaning for the field of
big data [4].

In general, drives are used for marketing purposes, but in another context the concept of campaign
management is considered as disturbances at certain extends. Campaign formation and elevation towards users
is considered as spam and is meaningfully increasing through emails and social networks [5]. Initial stages of
online campaign management are carried out through emails and then spread with the help of blogs, forums
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and recently through OSN. Spammers are using events to direct the users of OSN with the help of event related
campaigns and now the social networks contain botnets, worms and viruses [6]. The management of is carried
out different sorts of people including individuals, firms and business companies to promote their thoughts and
outcomes.

Research on social networks to handle effective campaign management shown that consumers are
selecting social media marketing to promote their products. For example, one of the popular cool drink
companies Pepsi and Coca-Cola applied online customer loyalty events to encourage customers by providing
special promotions like free mp3 downloads and CD’s, etc. From the client point of view, social networks are
the service channels used for engaging real-time bases with businesses [7]. Different types of techniques like
content-based classification, clustering, similarity measurements, recommender systems and fuzzy-logic, etc.,
are used for detecting the campaigns on OSN.

Formation of effective campaign is not only the main task under OSN, but a meaningful information
is also to be diffused among all users without any disturbance on network communication. Maximum up to 4G
like technologies and broadband, OFC technologies are deployed for the formation of making Internet
communication with high speed. These technologies work well under normal conditions, but there are struggles
under the disturbance on natural disasters. Recent technologies like 5G with Heterogeneous Networks(HetNet)
are helping to tackle such situations, so that the communication in between the devices will never fail and may
propagate from smaller HetNet group to broader OSN like sites on the Internet

This paper discusses the support of 5G HetNet architecture for the diffusion of information by
forming virtual campaign based on the Tamil keywords and a framework for finding the influencers tweets
from Twitter with the help of classifier giving high accuracy results. Bunch of supervised classifiers are utilized
over the selected tweets of Twitter and a classifier giving high accuracy is applied for automatic detection and
grouping of different kinds of with selected prime words. Organization of the paper is given below

Section II discusses the architecture of 5G HetNet in connection with communication. Section
IIlexplores the used classification techniques; Section [Vexpands the related works and Section V describes
the proposed methodology of the present paper. Section VI explores outcomes obtained from the selected
samples. Last section of the paper gives conclusion and future development .

2. ARCHITECTURE OF 5G HetNet

In the present scenario, new generations of 5G runs applications needing high data rate by
densification of networks by deploying smaller cells. The densification of smaller cells yields higher spectral
efficiency, low latency and also reduces the power consumption of devices due to the communication with
nearby pico-cell. Such arrangement also improves the network coverage.

The overall arrangement is collectively known as Heterogeneous Networks(HetNets) and contains
arrangements like Macro, Micro, Pico and femto cells for establishing connection from the minimum level (i.e.
from device to device).All these components are operating concurrently to establish communication through
the 5G coverage. The architecture of 5G is shown in Figure 1.

[ Core Network ]

‘ Primary Carrier Secondary Carrier
Smlll Cell c-plane t / Llc-nsod Spectrum Unlicensed Spectrum
\ ngn H—/-—-’r’-

WiFi Client WiFi Client

Heterogeneous Networks

Figure.1 Heterogeneous Network being the part of 5G communication
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The small Cell eNB shown in Figure.1 might be a Macro, Micro, Pico or femto cell and the UE is the User
Equipment being connected with the network. Entire HetNet arrangement is being the part of a core 5G
network. Using of HetNets introduces newer communication methods happing within indoor places.

By taking the advantages of 5G with HetNets arrangements, the entire field of the Internet is using
sustained connection at the low signal areas. Especially, this could be very useful for the information diffusion
at the time of crisis management , because there are power failures, signal prohibition due to obstacles. A single
device would enough to make a peer to peer connection with the nearest eNB cell , so that the entire
communication is to be retained.

3. CLASSIFICAITON TECHNIQUES

Different classification techniques used for effective mining processes to extract meaningful data. In
classification, a classifier takes two categories of inputs namely, features and labels. The selected input are
further be divided into two sets, train data and test data before given into the classifier. By using the train and
test data, the selected classifier learns the way of classifying and after learning, the classifier predicts the
correct label (known) for the given new feature (unknown) value. Following are the used classifiers in the
present paper.

A. Support Vector Machine (SVM)

Support Vector Machine (SVM) seems to be a binary classifier discriminatively harvests new predictions
from the given set of training data. The model draws an optimal hyperplane with a new prediction existing on
both sides of created hyperplane. The main advantage of SVM is that the model works fitted for both linear
and non-linear points and produces optimal outputs. SVM organizes various kernels like linear, non-linear,
polynomial and Radial Basic Function (RBF) for classification [8].

B. Naive Bayes (NB)

Naive Bayes (NB) classifiers are probabilistic classifiers and works on the Bayes theorem. The Naive
Bayes classifier undertakes that all the variables are mutually exclusive and considering the value of the class
variable. NB classifier calculates a set of probability by counting the frequency and combination of values in
the input. The conditional independence is infrequently valid in many real-world applications [9].

C. Logistic Regression (LR)
Logistic Regression is a statistic classifier and identifies the class of new data from the set of available
categorical data with the help of training data. The classifier also finds the relationship between the categorical
dependent variables and one or more dependent variables [10].

D. Decision Tree (DT)

Decision Tree (DT) classifier changes all the facts into decision trees, presenting rules that can be easily
understand by the natural language processing. DT process starts from the root of a decision tree until the leaf
node is searched recursively in which each branch states the condition and the reached leaf states the decision

[11].

E. k-Nearest Neighbour (k-NN)

k-Nearest Neighbour is the widely used classifier and examines all the objects in the reference dataset for
each unknown query object. The classifier calculates k-nearest neighbours by using the training data and after
the calculation, the similarity is tested by taking a single calculated sample [12].

F. Random Forest (RF)

Random Forest (RF) is the popular ensemble classification technique and builds an ensemble of decision
trees called decision forest. The method uses training bootstraps to build binary-sub trees (decision trees) by
using the training boot strap samples and randomly select each node a subset. The constructed decision forest
selects classification with high vote as the result from all the constructed decision trees [13].

The present paper utilized all the discussed classifiers and select the classifier with high accuracy for the
automatic detection of campaigns in SNS.
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4. RELATED WORKS

SNS as a newer dimension of big data allows the users to generate massive volume of data in every
seconds. Several works have been carried out regarding the electronic campaigns constructed through the SNS,
blogs and forums with different contexts. Weng 1 et al., carried a work in which the social media provides a
better understanding of human communication dynamics such as collective concentration and information
propagation [14]. Lee K et al., proposed a work in which a content-based campaign was derived by using
several content-based derived techniques [3]. Different information diffusion mechanisms may determine the
trending dynamics of hashtags and other memes on social media.

Exogenous and endogenous dynamics produce memes with distinctive characteristics [2, 3, 8, 10, 12]:
external events occurring in the real world (e.g., a natural disaster or a terrorist attack) can generate chatter on
the platform and therefore trigger the trending of a new, unforeseen hashtag; other topics (e.g., politics or
entertainment) are continuously discussed and sometimes a particular conversation can accrue lots of attention
and generate trending memes. The promotional campaigns studied here can be seen as a type of exogenous
factor affecting the visibility of memes.

5. METHODOLOGY

The present paper utilized an ensemble of standard classifiers to detect the campaigns on influencers tweets
from Twitter. Around 20 million tweets are crawled with the help of extraction tools and different number of
samples are taken for the automatic detection of campaigns with predefined words like, offers, donate and
exclusive, etc. A selected sample of data is shown in Figure2.

Date username Post
0 2022-12-03 00:40:26+00:00 Gohul19 D& G6T 4 QUEMSWIT GUSEUMMIS. 22 QUIHEFLD (D... ..
1 2022-12-02 16:29:58+00:00 vanamadevi LDemLR Heflel LWaTUBSSIUSHES CUMTL n6USS GUITMAI...
2 2022-12-02 07:42:35+00:00 SVSundaram8 BREAKING || LA BTH), LSIene HmIb STenrsHss...
3 2022-12-02 07:41:21+00:00 nawfalvijay BREAKING || 1AL BTH), LgSiene WHmib STenr&Hss. ..
4 2022-12-02 07:39:50+00:00 urstrulyanjali_ BREAKING || 5LALBTH), LSiene WHmID STenrsHss. .

143 2022-11-25 13:08:10+00:00 FIHQL3hLYuhpcY4 Q&FeiTement LOL(HILD et FleiTeor oemLo QUILISTG6Y &evoreoor ...
144 2022-11-25 06:31:38+00:00 AShavirini SLALD BTLIQ6) DML aUBSTeL @HS LIL LD QF6iTemen W...
145 2022-11-25 03:36:13+00:00 Subbiahselvaa7 ALmg wenp\nsGHnIG6T MnWIL(p Qeuuled\in\nQ&6r...
146 2022-11-24 14:24:44+00:00 MohamedGani66  &meneuuiled &Hemifleh alleuFmTulsEBEHEE @) eveus 6T &)60) 600 .

147 2022-11-24 14:23:32+00:00  kalithaskpm74g1 enFens SiemTsmd MBlenarel @HEST ? DML QeU6TENSST6V. .

Fig 2. Sample tweets from the selected dataset

Before classification, the feature and label columns are to be fixed out by selecting Post as the feature
column and Campaignword as the label column as shown in Fig 1. After the formation of feature and label
columns, training and test data are split from the selected dataset and finally given to classifier for classification.
The overall methodology of detecting campaigns from tweets is represented in Figure3.

The needed tweets are crawled on the first step of Fig 3 by using the tweepy library with python script.
Crawled tweets are then subjected for pre-processing to remove the unwanted terms like username, special
characters, hashtags and URLs, etc. The pre-processed tweets are then subjected for the selection of feature
and label columns. After selecting Post as feature and Campaign word as label, training and test data are split
for the learning process of classifiers. The used data is of the type categorical (text) and are to be converted
into equivalent vectors as expected by the classifiers. The converted data are effectively used by the classifier
for learning and produces predictions by using the predefined methods.

G.Ramasubramanian, Research Scholar, Vinayaka Mission’s Research Foundation, Salem
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Preprocess Split Train
Tweets & Test Data

Classifier Predictions

Fig 3. Overall Methodology

The automatic detection of campaign in OSN with the methodology shown is presented as the following
algorithm in Table 1.

TABLE 1 AUTOMATIC CAMPAIGN DETECTION (ACD) ALGORITHM

Algorithm: ACD (input: tweets)

Step 1. Apply the steps in Methodology

a) Crawl tweets

b) Pre-process tweets

c) Convert text to vector by using TF-IDF vectorizer

d) Split Train and Test Data

e) Apply classification

f) Select classifier with high accuracy

Step 2. Predict the performance of the classifier with high accuracy
Step 3. Store the detected details for further information diffusion process
Step 4. Stop.

Three main steps are involved in the algorithm ACD presented in Table 1. Step 1 applies all the stages of
proposed methodology and Step 2 Predicts the performance by using test and new tweets from users. The
predictions are analyzed and results are stored for further information diffusion process like indicating the
campaigns to users , group the campaigns for the ease of detecting the offers by the users. The top most
campaign is also to be analyzed with the help of ACD algorithm shown in Table 1.

6. METHODOLOGY

The classification accuracy of all classifiers for the selected 20,000 samples is plotted in Fig 4. with
selected classifier name on x-axis and the percentage accuracy on y-axis.
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Classification Accuracy Plot
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Fig .4 Accuracy of classifiers

The RandomForestclassifer produced better results with high accuracy than the other classifiers as
shown in Fig 4. The next high-level classifier is the Decision Tree classifier produced next high accuracy value.
Other classifiers produced lower accuracy values and the k-NN is the lowest accuracy classifier prduced lower
results. The test is repeated with different number of samples like 25,000 and 30,000, etc., and in all cases

RandomForest did well classification with the selected data.

7. CONCLUSION
The present paper proposed a novel approach for finding Campaign words in Tamil on Twitter with

selected number of samples taken from the crawled dataset. The main scope of present paper is to automatically
detect the Campaigns containing Tamil words by using the influencing words from the influencers’ tweets and
identified the Campaign words by adopting a stream of supervised classifiers. The Random Forest classifier

produced better results than other classifiers with high accuracy.

The prescribed work on present paper only detected the campaigns by using the classification and the
selected data is of the type text. Applying of detected campaign word for further processing like, grouping the
campaign originators by using the campaign words, getting users’ feedback for the found campaign, identifying
the similar users who are interested in found campaigns and using other kinds of social media like images, and

so on are the beyond the scope of present research work.
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wlLsseniy Gung seval auowbmsd pwia)l Csswrsds Camemi(h
el (b SLUIUTSH @ereumuiey Bum@aTeTeniLGEDGI. aGFL
BapemeuujenLw Lomemisujsel Hogl SHMeded aHfCmToEEGw yFdenesamen
BORISTERILSIL G  Sjeufsengl sHMmeL  GbLGHHuSsd Semilel oufd
sNISHmev  CmOsTeTeudsd oL Aflwiyseie umiseileny  SpTTUisHed
aid  CrTessHer SgluenLuied @evsuruiey @ OOUODIGTENG. SpUiayL
y@sawns wlLsseniy Guomeg seval sueowd GFHfleyGauiwiul L g).
@aze0al aueowGHH aBFL  BHemeuwjenLw WTewIeUTHMmeNd Qdmei 10
urtLgmemeadet  wrHflsemmss  Oxfle)  QFuwliulier. @0 udgl
urLgTenevsameddphs 10 sPujsst Goures wrdfluler ongliuenLulaid,
G  GaemeuwenLwl TewafsEhdE SHUGGWL 20 SpAflwrseno,
alBsL GgemeuwjemLuwt 50 LomemTeuTSEHD, @boTenteujssfler QuOHGDTTS6T
50 Gumw seflw  eiewrOm  rHfuler  SupliuemLUINID  Spuley
wrdflsenmmas 0zfley Qe (G elamsQsTss, DeusTed, Gnbyameamnisd
aeid puieds smalseT LWaLUGSIIUL (S Sreyser GCasflebsliLlLer,
QupUULL  Froysemen RUUMLWTES0sTaEIh  Spule Gohrosniseis
agliuenLufled uswyfHwuTagHin, SeneyfSumaigionest seoliy (wenmuied
ugLuTwley QFuwiu’ G opwiels (wgesents Gbwreaisujseflear snHmedsd
apfflwiseiar  seleall  oufld  @sMISSH606T umiseily  (Gmmeurs
BoUUsDHETa  STTEIGNTSL  JAfufsensE 18 CahemeuujmLw
Hetenensemend enawmereaug upplu Gxeflaisieno, alBFL BmHmeuujenLw
T SEHEHEG SHUIILSNEG Burdw saviel eusdsel @evsomeno, Gd
oTeweUfsEnsEG sHUNSGW  pAflwiset sewell QHTLIUTET  SHND
OpmMsmen  QFTLITen, QUDCDTHET SLBTE] (GHMDEUTES 2 _6iT6emenio,
urLgmemeouiled uedBeoum euemswimen alBFL BxHemeuwjenLwt LI6Ten6TSHEHLD
sTewilLBH Gumeimen @evmIBTEOILILL L6, @Lmenieujseils SHMEn6v
BB HHIUSDGHS HTyseTs IFUTHeT seniel cugFdsamen gnUbBHHS
CarGszen,  apfflujeamse — odflu oborssisal  H5GDHS
OLBTFMMBET QUPEIGHH60, UTLFTemeouled @ewilell Sipfleneu  suendh@EHLD
oUMBUT6D QFwHIL_L BIS6n6T QFUIH6V, SiFuF oL AT Bem6rT
wreweujsefsst el pn@HF OFaim GumGprhLer wraweuTseflar @mHMed
OaTLIIe0 BeuhAIMIWTL meudhsHe0. Gumeimer  alshaemnyoHauL (Heiere.
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1. Sule] aflepsd
1.1 SIMI(LpELD

QUTEIUTE FTHTT6T LOTewIUTHEhSEG CoremeuluLrg olCFL seuaid wHMILD GHUI L BCxHemeusel Seudwions
BmeGWw wraeujsmen a1CFL BHemeuwjenLul LomewieufEeT eauy (HigpGed Fppwgsr@ 2021). urLgTemsouled
al8sL GgemeuwjenLw omeieujseflesr spmediled opAflwgseflen vl Waead QuUTmIiy MTUBSHTSOD, LOBHHSHIEULD
WesgTaab sraliuGdama. QupBprjset s eimensemst ysHedalsenmsd FupgsTwusdneg ogom Hobs
Wyenmaenré@d Gurmitisnu opfflwisefiw al(Basmenty.

alGrL  GaemauwemLw detenenaseainEg &evel aupmIGuSHOSEN Wl Lssemiy Gum@ sebal  ausowg 0
urLgmeneuaEel GopUlaid QumBnTisear eTmersamen UTLFTMmVSE @YD i 106s5 GHmmaursBa 2 _eeng
( IyBss Grwevasdar a18FL GzmmeuwemLw WeTenenasel upPw Sifldens 2018 ).

@aim seveils sevaluiwed cwpaim uTsATEIBMmeT uEHNDE. @ BuTsmenwiTenel, @ &Hel, @ GuTHemes
uwenmedl @5 @eaiaid alfleuenLujb eten sevalulweorenjset erdToysnmidlaimeny Gwed BT(HHeMNd UTLLILSSBEISENT
@rewiLmbd BHenevd@Gld BHmedsd Hewieiuled @emerruluweaiuT®G (PHoTuSTHeD WM apEDS. Beu el wib eICFL
BamameuwjenLw wreweufsefler HHMeded eeusuTm 2 6Teng wOMID @Feo S FAflwgseier sevel eufs @GS0
umiseflienu 9Pl GurpLh @eusuruia) Gum@sTsTeriLGADSI.

1.2 uieihaETe eernel .. Bluimuggienb

etenenamet @B SHETMOWITEHT SLMHMED, SIEILICI(LPEHL WIEUTHMTE SHLILFOMmeV. @eueum(p memeumd LedGeumLL L
aDMeL  CHemeuuemLWeuTEeNTs  STaIlILBUTIE6T. @eouiseT emereuenguyd Fgmen  audlulsd  QrEXILLGSSHIuUS
opdflwfler Quruium@w. au@GluenDulsd LSHMET LmemieuTEaT, GLO6VVSSNGW LOTewITEH6T, HNMeL L FumHenLw
LOTEWTEUTH6NT 61601  LIGD  6UEMGBUITEN  LOTEUIEUT &6 HBIeuiliLBeuriser. Qeujseme SMHMEd UTEIG, SpMMme, Hme,
Gureimes  @eUQEUTHEUBHGSLD  lGHUTFTaBTGW. eujsel &HmE  CsTeTeuded  aldHwnsoren  HHHEL
GapemeuwjenLweujsents sTemliLGeauriser (Wower wGer Gumpwerteunbbo@ 2019).

wlLsseniy Guomg Heval suewbHed gnbdeorar alBFL GBx:meuwjenLw @GGUwuUEISaT sTeuiluBHemg (NFCshs
QrweasHa alGsL GCameuwmLw GHounseia sass@Gly SmMsms, 2018). @fe alGsL BmHmeuwjenLw
etemenameilent Q@Tenswd HsOTHC0 HTewILBE DS

2 wEsRIGL OHTLFFAWTS ugaloumd GsMOBILL wrHmD Seveluied elenyourer IHDSHMS GHUGSIWTENS].
o Qe a18FL  BxmemeuwjenLw  wreweujsefllangiw, opdflugseieagid ssoalew  GowUBSHHIWL LFsTet
BHONITH Hevorerll, NI [BITGVEHBIGHEN 6T6TLIET LIRS 0EToTHEMG. @Hen CHTHOMLD 6TelleuTy) 6TeLME UMTHHT60
BITEVE6T LD BIDDTeRI(HEeNTs aidalar smmed QFwdurliged 2 g6l eubsHer. 17 opb BIOHDTEIged GaTGeiluwierd
aeid mGrmiw Siflep) uUTLBETeNsY SMIBLIRSGSTT. @ eImed Siflensy urlilsaudled opdflujseiLd Bmphs gsburs
2 flmw GeeoTOsTHSSH. @FHaTed IHCHI(IL Siflensull GQUDEITD 6D EUTUWILILEBIL TSWS).

ciefleid BIemev HFHBeugl, GeueMulBeugl, UTHSTILS 6L FTOLTEIG. 6163 2 _uIILILLL HEVIMT6D @ LILIGISTEN
Iy gHurlenL Beier OHTPHBIUD HhDHH. AH0 @ECD Heuel, @enewibd ReualeSHTaiuicd e HLOTEIZ
SIFFLIULL QFThHaEps@GL  SUuTed @), Bow, @mLEHesTIY euFdHsmeryd  sHuUCHTH  allwsHms
@memsHenHHeE o 16 2 eEmRIEGL alalCWTHoE@GL SLMMEd UMLESSSTHOD WTY eUbBE!.

GMss opwe UiCsssdlsd  oiFsugurer  aIGFL  BopemeuwemLwl  OTEWIGUTEHET 6B,  euTHHsd
OaflunsauysenTaabd, SEIG6T Gaumevdemen  HFWOTaF CQFUw  (PRUTHEAITHEMTEHAID  BTILIL[HETDE].
BIOLOTERTUTHEHHBTE 6UETERIEHEHLD GHMHH UIIITCHFHH0 SifleTaBauujsTeng). @ LOTEMTHEDHE SMHLISEGL
a0 Fov g fflwiser 18FL Bpemeusmenr QFTLFumes UL UL mer GLmHOETHTNTHUTHNMTHD  Hewiedl Lp6eVLD
BT SEhSSTET HHMe0, SHISHHM0 GFUDUTL ML (WHIC(BoHE (LPIQUITLDED 2 _6T6I6].

alGrL  GaemouwemLw  NeTmensEhd@ Hevalenwl  UPRIGHGID  UTLFTMS6T, Hevalenw 2 WFHTHae0
aUPEIGHEDUT?  IFTHTVSHHD  UTDEMEBS HTSIman 2 WTHSUSDHTE  audlE6T  eIhHmawean? S0
apfflwiseiean umseiliy dApiure QmeEHNST? aaiumg puie CFulusTs o ealag. Gleumprer LyFfamersamen
Heenenilwinass CQarewi(h @eu opuiey GumGaTereniLGE DSl

13 puieyl Lysfenen -:

wlLsseniy Gun@gs sevel awsHHed alFL BHemeuwjemLuwl wreweufHseT SHUSDHETE ICFL VGO BT
2 meursalul Beten Curdaid @b rewieujsepsstar alGFL BxyFd Gupm SpAfwTseEpw WsHs GmmeuTaBeu
BTerT ILBE\eTDe. aGFL Bmemeuu|enLw LOTGOTEUT 61T, @GNS Sputeyll WyGsasd60 BB
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LVBMVGBBSSENBET, Sevalwd seoamflaeEnsCsr OFsdaug Wed GHmmeaursBe 2o ereng. @& @@ umflw
Ay FHenennwm@Lo.

Bueud QuOBMTY, SpAflwTseTr, SFuf Qenembg QFuOUBL CursEe GG Spwal LNFCsFsHe &GemmeursBe
2 eengl. opFfwisel (WabubHTe QUOCDTTHET (WaTeumheus AflG DSHLST uTLFTemeUled BBHEH S
wrenwieujsefiles aibseT s FMrsHed @mUusamed Spfflwiser @wreveujseilar oI HHHHH0 QFwbuT L
Wet@eBUuded Frwsms eHTOsTeTddgimeny. seuemsd Spwieurenet Grrowines @ wraeuTseflar aiHHEHSE
QFaim Gurg SeusTallss (WRHSHII.

o dfluiser @Gempeurs 2 efenenwouleimed GHlds uTLFTamevsaied SHalwmer CaumurhseEnsGanu ML, HHLISHSH60
QFwpur_enL. (WeTQeBlUSed Hesed Mlemev 2 _eTengl. BHsd sewiedl oufldanilssmed GomOsmeaToaug @@m umfw
yFdenenines o etengl. @aempw Bomeouled oIGFL CamemeuwenLw wreweuTsefler fobs uGLUMDE SHHME,
BNISH0 CFWOUTHBEDEHES MGSLUILMD (PHTMWLSHFHIOID FHALUTAISGTS @evenev. @D LTEwITHEhESE HDISEGHLD
o dflwiser @m Heof eICFL Cxemeus &evedl QFHTLIUTE SHensd GBDEamen sNHETLEN SHUIGESIDETT. EHENT60
oibd aGFL BHemeuwjenL W LOTEWICUTHENGT 6T6UEUTH) NBWITOToUF| 6Teiug UMM 6TeNSHLD HeITENLOWITED FTSHTT60T
TefsEhdE SOIILEG BuTaiCn snisdainern). @oHeamed @ wraafssT SHMedlsd (PaIGameus GmmeuTs
2 eiengl. @eueumpres Hewev 10 (padwones UFFfenenuns GMss Wi liFCaashdlsd smewmiliLBEMS!.
e Nysfemens sapm :-

wlLaseniy Guong ®eal sauwsded a18FL CxemeuwjenLw omesieujsene snmened Gubuhssiuded SpAflwyser
BunQamaiepd sewiel eaufld SHIHBH0 (GODeUTS STRILLGHDOLOWTL @D  LmewieufseT  QUThHSLOMe
sevalenw  Quueuded Aywlupdaipeny. (wlLsseniy Guom@ Heval elsow el8FL GCHemeuujenLUl  LOM6wTI6UTH6T
OamLjumen oy uWieupléamas, 2019).

14 gpuieleng (WesEAwsgeud :-

wlLaseniy Bunmg@ seval aueowsHed alBsL BmameuwenLw NetenenseinsTer &eoalenw aupEIGauSe SpAfwrase
Bumlameaiend sewiell aufls sHUlGHOTEIH GmmeuTsBa sTemlILBGADS. Reufseier HHulsd efliyemnyeneu
gOUBSHUSDBTHOD, THTHTVSHHL @b SpWieiugtiGurd QHTLIYULL puiesensT  BmOaTaTL6THEhSE)
Spuielent GBpTessHme LImiuBGSSHUSDGD, STayl uGuurwasamen GunOsTaTusDGLD eueuruiey (oD
QUG

2.0 smjlevsdlw 1enmuley :-

QuTgleuTs FTHTT6RT LTS EHHEH ComeuluLrs alBFL euaid OO GOIIL GCxemeussT Seudwiors
BmeGW wreeufsmen alBFL Gheneuu|enL Wl OTEueUTSH6T 616Ul (HigGeL TpwFa@ 2021).

alBFL Bpemeusemen GBTENIL LOTEWIUTHET 6UGLILMD SMHMeD BLoUHmBH6Med LSIGBRISUNBLULS SewwiLwiiul L gl.
gy  opFflwiset  sOHMeded  HAywmisemen  e1FH] OEmeTASD  rewufeemenl  upy  HH  SHeued
1(hHSHIHOBTETEMAD, HHMED BLOUYHMBH6M FHUTLIgenen iFHsflasajn Geouemi(hd (EpTwems@ 2021).

sewiedll, reweuIEemen  Haler  OsmMPed  HILUSHDG UWESILGSHHIUCHTH L (HLO6VEVMDED  LiGIENLOUITET,
SINENWIEOLLTEULDTET SHMIGGLD oTemeufsemend sy Qewidmng. spdfwy elfleyeny cwpeod sMHLUIGSH6060 FHULTLOM
senfleflenwl LweuBsHS wremufsmenCu spmis Cameren emeuliug “sevlell sufle snidse0” seiu@GL (Bobmig
- 1982).

alGrL GxpemsuwjenLw wreweujseilar smmed GFweduTliged o i sewiel QFHTPOBHIL LD (PHHW UEIEG audsEng).
@bd BUTBEHGG SFWnSaons GFweurhsmens QFulouded Hosed o eongl, Coaibd @HICUTEID LOTEwIUTHEHSE
2 gou  pAfwiseT  smBET SOHML QFWL(IPMMEBeTl  Hewellnw  BMENISHEOBTETMTIEET.  BHHMBW
QaMPOBILUD GmOUT(HEB6T 2_6TeNeuTHEhdE lujselea usiasmend OFulusnsTear Hnener CububSS IHs
aumiliysensm  eupEIGEDSH, Gued saewHBorflar seelenw oo THouSET (weod GLLUBHHHMS, SHENT60
BHHSHEMT Wsayd SHowuL smilss (Wweub sHmeD. .&evall GFweuTIged SHemial @HLILSTE0, LTHMISHSMeTTa
LOTEWIUTH6T HRIE6T Fopd Hpeisenen GobubhHsad, GLWULL MTHGMS (WEHDS6T (peild Fips GHTLJLH6M6D
FhULad 2 gal Gumeomd. (eurdsy, 2018).

3.0 Spuie] Wenpulwed :-

ouie] (wepulweoreng, opwieler Qurg CHTéssHmSWL, iy CHTHEEBISMETUL SlglienLWnsd: CaTei(H,
U6 aNenTeEeT SWTHSSIULB DuDmIGEG alenL STEHILSET SQUUMLUTD @F Sieney, L6 FHWTET SH60LIL
(wenpulsomen SpUleuTs  augeuendSUILL BeTengl. Goed spuieyl WrCssw, wrFHfs Csfey, Sreyl uGLUTUIG
wep  Curaip ue  WiAw L wBIBmeNS QETEILSTS DmwdHmE. opweyl  1NJCHF  GHOHTEINBUN
agliuenLufled steflw etapommm wrHf, CrrosswTdfls Cxfloysst @Hed BLbGUMFETDeD.
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3.1 Qurg GproHsd

alGagL. GamemeuwjemL il omesieujsel &NMedlsd HTCBTHGD LNFSenaisamen GeIBISTEHILSIL G DEUTEHNFH SHHDHEN6V

BubuBsHGIuH0 Bewwie oufleanilssHelsd SpAflwiseler sudumidlenst SLTTUIOISTELD.

guieler 6ICFL (HmEComeiameit

1. el8FL Bmpemeuuysiien L6TEn6NTEHEMENT EIEIHTETIE0

2. olBsL Gx:emeuuwjenLW LOTEINTHEHSE MUPRIGBLIUBL SHewial ausHsNMed QFWI(LPMMDEMENES &L MH60.

3. wlLésery Guom@ &eval euswsHHed alBsL  BmemeuwjenLw mewieujsel 61HTCETEGWL el eudamnmed
yFenensmend L&HHMSH60.

4. wlLsseriy Cun@ seval aueowsHe alBFL BxHemeuujenLw mewieufsener sl aussnme, SmHLlHHe060
opAflwysefenn FHUTL DL S6UIEIST6mT60.

5. wlirsseniy Gum@ seval  euewHHed aIGFL  BHemeuwemLwl  rewieujsefes  mewiell  eufldammedsd
apfflwiseiear FHUTLmL  FHsfliusnE GConOsTeTsns gnlgul BLAIQEHMBHMETULLL, 3iB0TFMEIHMEITULILD

UFbSHITSS60.

32 gueie wndfls OFfley

wlLsseniy Cum@d seval auwdbded Osfley GFuwtulL uTLFTmesmen SigliuenLwnss Oarewi(h 6IGFL
BapemeuujenLwl  LOTEITHEBHD, Sufseng OCuOHCMTIHEHL, @WwTEaTEoHGd &PNUSGW  SpFNWTSEHLD,
aiPHufsEnn wrdflsemms Csfley QaFuiwiul Beemey.

i Leuenent 01

YUINESTE GBfley GFUNLILII L LITL FTDEVBIT

UMB EETES BN e o8 . LomewTeu S 6l QuHBTTE6iT
Tue - 02 02 10 11 11
lo6m - 05 05 19 30 30
mem - 02 02 07 12 12
M - 01 01 04 07 07
QorgsL 10 40 60 60

opieysars Gsfle] GFuwiule 10 urtLgTemevseied 2 efem 10 iHujsepd GChrés wrHfular SigliuenLuled
Oafley QeuwiulLery. @0 10 uTLFTemevdafsd 2 siten alBFL GhemeuwenLwl WTeEeUTEEDGGHS SOHIEGW 40
apAflwysenet 20 opfflwigsetr 2:1 seiugesr Ly eefw srpwrmm WA SuglinenLulsd Gsfey QeFuiwiulLeny. G
10 urtLsmemevsefled  @enmmismewiiulL ol  BGxhemeuwenLul WTeweUHeT @ UTLFTeneoulsd 5 Guy eranid
aipsHHe0 10 uTLFTensuseafevid 50 wremweujssT eraflw sipommm A SiglinenLulsd Gsfley QFuiwiu’Leary. @
10 urLgmemevsefled @emmisTewiiul L a18FL  BapemeuwjenLwl wrewisujseng GumBDTY @wm urLsTeneouied 5 Gui
i ainHFe0 10 urLaTemevsaiand 50 QuHBmriser ereflw sripwrmm wLTHF Sigliuentuied Cxfley GFuiLl Ley.
4.0 srajiu@iuruiab, elwrsdurenipd, S0bBSHETWITLGID -

alGrL GapemeuwenLw omewmisuyseien sHmeded Spfflwisefllar umseiliemu siPfluw QuITBLG CumGaTsTeriinBE D
@6l SPUISBTN SHB6UVBET T HOBTHSHIHBH6NT, SeuBHTed, Ghismemwied cpeod HlLiulLer. Sibg euemsuied
S FwiseT, SiHuTser, QUDBDTIEET EUPEIEW HBHUBMET DQLILMLWTEHS CdTeni(h LUGUUTUIR QFUIZH DiHmest
AMWITSSWTEI(PD, HVHHMTWTLOID CFUloumTs @eleurule] SN

4.1 1@z Bzpemeuujsiion NeiTeNENBEM6N GGIBIHTEII60

urLaremeouled alBsL BmpemeuwjenLwl mewieujsefss slewianisms, GHTLIN CalsiulL alamalng wWs iHsbd
oteor 10¢p omenr opAfWTHEHD, DFBD 6t 15¢p e S FAPWTHEBD, @Uomey eten 20ep omer SpAFWTHEBHLD,
@mme| sie 30 wren S FAfwTsEHL, WsHGMmMe| 6t 250 el pFflTsEpn uBedsemem  euEIE .
u@LuTWeleiuy FTHTyew  LoTaviaujsenen el @omewieujseiel ceavianlbms GmnauTaBa  sTeuliLbBHaIna.
BuHOsTIL HevhaHImIWTLe060 @FHnaTer sryewimseTs QUDBCLTHEEG @U WeTamsnsels sMHmed GFHTLFume
ol Plyewifey (Gmmeurs 2 _elenenio, LTSN  LUTLIFTmVHE A@IITTed Fpsd  SHhIBmeTwd, @
Hetemensemenjd  slumen  &HIGEITLLSH60 UTTHGD  6IQIUSDEHTE UTLFTMVHEG  S@ILUTIDE M S
meuggleeney elensammeny. alGFL CaemeuwemLwl UeTenensela scienidans 6247 & dAHsfHHeTenCUTH VLD
292 alBsL GamemeuwemLw eTemensBer  UTLFTmeVEH  Hovalenw OHTLIH@Ime] ((WHauTHHMMWFLEE 2014).
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G  opuield  @wTeweufssT UTLFTmeVS Hevalmw QFHTLIous GHmpeursBeat 2 etengl.  e1anBeu
SpWieumeneien @& Syauu@Guurwiene 2 mSuGHSIEETDGE!.

35%
30%

9 30%
6l 25%
@ 25%
= 20%
B 20%
3 15%
Z 15%
© 10%
T 10%
=
& 5%

0%

s SiFHsb DIF BLD Q66 G&MB6Y O GHemme|
BHHSHHIH 6T

2 w5 1 um sremauisy alCsL Gsemeuuaion LisTenenaserr

4.2 6lGsL GxhemeaujenLil LOTEwIoITHEHEE PEIBLILEL SHaval afls SHN GCEFWEI(LPEDBEIT.

45% 20%

40%

35%
2 30%
Bl o 25%
© 25%
= 0° 20%
eingO Yo 15%
3 15%
3 10%

[0)
g 5% 0%
é@ 0%
WSNEUTHGHSID  GLITHE HSHID QIO &M W& &HMBe)]

BHHHBHIHBH6I
2 5 2 urLsrenaiar euGLLIMME G peD.

alGrL  BaemeuwjenLw omewieujHeflent  Hewwiell  UNSBDHMENGBETET  UGLUMDF @Goed OsTLIursl  Qupiul L
sroysefler u@luTUIe] SipluenLulsd, QUIHBSHD 6er 20cp omer S AFWTHEHD, @T6oTey 6eTarm 15¢p Lo
oL FfWFsEHD, GHmmey sler 40 men SpFRWTHEBHD, WHE GHmMey sledr 25¢lp omed SLFAFWTHEBLD LFevEHemerN
oupmidueteneny. BHemba BbwraveuTseilar sHMIGE OUTHSSLOTET MGLUUMDE @60 GHmDeuTsBel 2_6Teng).
SIUSTAND, HOVHBHIEDIWTLED (Lpevld  suGLLmDUIsd DHs  TemmeufHeT STeRlILGE RN, Savel  suFHser
@sveuTemid, @LeuFd GHmme|, Bwraveajseisr alGFL HMLGHEG gOU HeTUTL euFdHsen @evsomeno GUITSTD
STTEWIMBIGHENT6D EUDLOTEWIUTHENG SOHMNDHE COUTHSHSLOTET UGLIMD (GHENDEUTHS 2 _6T6TG).

alGFL  GapemeuwenL W LOTEIUTHEHHHTET MGLUMDE GHPed Fhsd Wemmuled Beveney QHITed GLDLOT6TI6U]T S 6T
sHMemeL ApLurs GmOETETEN (PRPUITHUTHENTS 2 _6lTenen]. UGLUMDF @60 FHApiurs e GuITISTes
oG CapemeuwenLwl Lmewisufser HAplurs spomensy GmOsTeTauTiser (UHST ..U7,2004). Cumandu yuIe]
Wwe| opuleutenaier @b opUlenel (PaIamsTsHHFCFOMSNG 2 He|dnG.

N.Koventhan, Senior Lecturer in Education, Department of Education and childcare, Faculty of Arts and
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4.3 L sy GuomE &oel awwsiHed 618F CameuemLwl wramajseler el afdsnmelesd o eer

Uy &Senesaeit

45% 40%
9 40%
3 35%
= 30% 5%

[s)

% ZSA) 20%
T 20% 159
@ A)

15%
g 10%
B
@ 5% 0%

0%

fls b T synefl  @ope| s Gome)
& [HHIHIHH6T

2 (5 3 remieujseion Hul SHmeV.

alBGrFL GamemeuwjenLul OTETeUTH6T e &6t aufldammelsd FHUGeUBIILT? eien  SpFflwiseid Gl sl L
olevimeyd@ 25¢cp omen S AflFseT Baim eteteyd, &womy 15ep womest SpFAfwgseT FyTF etevieyd, 40cp O
oL fflwiset Gemmey eterad, 20¢p el SpFWTHeT WHE HMMe eldleyd uHevellsHa]. BHATeL HWw BHHMEV6D
FOUBLS GHMMEY. 618  (PIelHE&G 6UFLPQUID. HVHFHIMTWTLID  &W HHME0 GODINSTE  STTRIBIGTTS
apFflwfler o el Gzpemeu, SigliuenL 61RSHBME] (HDDEY, DUTHEHSHBTET L], SMLILS CHEMEUBET (HMMEUTS
o giteng eTendanmeny. alBFL CaoemeuwjenLw wreweufseflenLGui &TewiiLBGL SMpey werliummEGseT, Unflsd Hmid
PG weHene, (WPaTaUFsH SWHED, FFFHUTEID, EHTUSFSSE  GMWe, UTLFTMNGG CHTLIFAWTS
Fpaweildsemo Guren elLwmBIGsT Gwrasaujseala S SHDMe  GmDEISng (WOupwm wsr @iyL
mOeenwow@ 2011). ereBeu GumampPlw Spuie] (Pe] SpuisuTeiaiar @b opuimel  (WPatsTa(h  CFedausnE
2 o dlaing.

4.4 wlLssey Guoh@ BHeval uswsH 616 CxhemeuwjenLw wramafEHeTe Sl afssnmelsd opffuiyseien
FBUTG.

35%
< 30%
9l 25%
= 20%

= 15%
2.0 4 ) 15%

10%
10%
5%
0%

30%

25%

of

20%

wl

WE SHBD  FBLD Q66 GmBe  WE GHmsey
&([HHFHIHH6T
AN ST PSSH/MPLILY.
alBsL GCzemeuwjenLw memeuiset, opAfwfler OSSO CFUDUTL NG @RSHIMWPLL  CUPEIGSeTDeTyT?  6Te0t

Oxfle) GF

CalaiulL alemalng Ws Hs etenr 10ew T SLAFWTHEHD, HFBD 6160 15¢p wrer SLAFWITHEBHD, @T6mey
oten1 20cp et S AFWTEEDHD, GHmmey etenr 30¢p T DpAFLITHEBLD, WOBHGHMME| 61601 25¢1p LOTeN SpFFUITHEHLD
udledsemen  eupmAey.  UGLUTWIENEILY — TEwEUTEHMS  R&SHIMPLIY  GmDarsBsa  sreawliuBA SIS
BOHHOIWTLIGT LY O @SS  GHODUSHETH  STJeuimEenTas  QuUDBLTTEefear Sousid  @eTenio,
oL FfwmLer QsTLIUTLEY GHmmey, ol CxhemeuwemLwl eTenensemen &euailiLg &Gemme], GuOMBMTT sumienLo
HTJEOIOTSE HMJ SLESEHEEG 05THNGE OFdameny GuTETDHEIDNmD (LTENEUSHET].
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QuOBDTy eTemense g QFSHHID EBMHD GHmDey, QUDBDTT Wfka suTwsed, QuDBMTHET @Hedel WLLLD
GmOBS S, QUTHEMTHTISHD Ueiismid o seneno  Bumeipy  sryevmsenTed  alGFL  BHemeuujenLw
LOMTERIEUTHEHHBTE  SHM60 QFWMHUTLIYNEG QUOBMTITEL RSHHIMIPLILBET Fn(HH6OTH 6UDMEIS (LPIQUITLOED 2 _6ITET6IT
(Gamum, 2013). CuonamPw opuie] (WyeLar al8FL BxhmeuwjenLw wrameujsefllear QuUDBLTHlaT @HaImLL 6TaTaILD
AL wGHe0 STewlul L (pgeyseT SpWieurenaiel @bs Spuiemeu Goaid GBI HUBTH AHMLEDG!.

4.5 wlLéseniy GunE &eval awdHHed a18FL GxmeaiwjenLw oreweujsefiar HNMedlsd Sy Aflwysefa FHUTL L
PEFILSDS GCHOSTETETILL HInigul BLOMIYEHMBUID, SpBe0TFm6HIULD

45% 40%
40% .
935%
630%
Qa25%
= 20% 20%
=20%
]
B15% L0% o
310%
B 0%
€ e Fpliumerg Apriurerg) SHoUSwTang & MBEUTEINHI & GHmBEITETSHI
BHDHHH BT

2 5 5 yAfujsaler FGUTE

B BxemeuwjenLw rewsufseflss sHmedled opFflwisefsr FGHUTH 2 eaTenst? eeid QUDHCDTALL GslsliulL
alemeln@ Was SAplurs eenm 10ep wwrer QumBDTHLD, FHAmiuTeig een 10ep wrer QuOHBCLTEHL, HmuBwms eren
20¢p e QuOGWTHL, GHemmeurs eten 40cp wmenr QuOHBMTHL, Wad Genmeurs ele 20 wrer QUDGMTHLD
uded eupmiBleny. o586 opAflwiselas FHUTH GHoDeuTs 2 6Tengl. CLHOSBTERIL H60HSHIMTWTLID BHMBT6
asryewions S Fflwiser siFfaremsouled Geouamevd@ GFsd@imento, sewial cuFdaer @sveomeno UTLFTeneoulledmba
ol oIPs FIIsHed o erenen GuTen &TyevImIETTE S  reaveujseiar snmeded SpAfwiseflear FEHUTH
Gmodemgl.  SpFFWTE6T, euewEHHe JHBTHHET, Fps DMOLIYEBEHT Renewibhgy OUDCHTHEG SHSHHD
OLCTFMMBET  CUPEIGOUBHET (p6evld  @oomemieufsenesn  smmellsd QUOHCTHer FHUTLL SiFHsfloHs  (Wipujb
(lelpsemeup 2 smeusn@ 2018).

5.0 (PigayBEHLD, AISLILITBHEHLD

o HUINBGLUBSIW UTLFTME6M FTHTIem Lmewieujsemnet ol elBFL BoHemeuujenLwl LOTesIeUTSHeres
cTeuiIenBenE (& mmeutGeu 2_eiTeng).

o QUINBGLUGSIW  uTLFTmeHaMsd  GMluTE  uTjeneuds  GempurGenL  UeTenenseir,  GsLlLsd
GmpurGenLw  eTenensel, Oweevd sm@GWL  letenenaser, o L6 @Gmpurhenrw  eenendseir
STenTlILBE T,

o @b wreweujseflenL B Sewiel uTeuemen Ws GHmOHEH BB GIMSI.

o HUINBGLUBGSSUULL UTLETmeE6T0 eu@lueny @wwreueujsefler seuiel aulsanmed, SHISHNIGE
QUTHSSLOTHTHTH  S606EM6V.

o HUINBGLUBGSHW UTLFTmeE6MN @oTaueufseT Sydese, werad CFuiss, UrFHemer SHTssev,
UGBS0, OBTGHSHH0, (WHelw GFwmurhoeilsd GHmmbS WL SHH0 2 ellere].

o  Gazeals Fmeiamensd HWTHEs, almLd sTeisenen AL oMb CHiTey (Wigeysmen LGSHSHW Hewiesi
LwWeTUGSSLULBGUS (GHMMEUTS 2_6iT6eNg).

e QuUIaBGLUGSIW  uTLaTmesefllsd  @memieuisefal  HHMED Bl  GHMDeUTH 2 _6iTeng).
GLDLDTEmTEUTHENENT FTHTT60l LomewreuJHEpLell @UIGBL QuTs Gnidw CorsdHsd sememiumLba elBeu].
Bumand@ @eLeTd HTTESHEITE Hewil BBy &mmed QFwmuTLiged GeuFHenmed FHUL (LPIYeudle0emnev.

N.Koventhan, Senior Lecturer in Education, Department of Education and childcare, Faculty of Arts and
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o UINBGLUBSHW uTLFTmEe alGFL BHameuwjenLul OTeIeUTHaMNST SHONIGE SpFFWwFass
umiseily eupEIGG GHmDaursBeal sTauliLbGEng. @FH uMIsGLD 6hsCaTH CFuMMLLEISEHD @b
wreneujseflest sHmeney BLUGHHUSNEG GHHHH UTLFTHH6 60 B Qumeaisoenev.

e @i wrewsufseflssr QuUOBMTHT ®6vall WL LD GMHMeUTE 2 6TeNSaImed @D TaueuTHEhd@ ailiged Heoad
SOMISOBTHLILG FUTEOTH 2 _61T6NTG).

o BHEs pWalgCshFHHe0 @DTEIEITHENT LVSHMOVGSPESIHMSH CF606UF (&HMMEY.

o UINBGLUBGSHW uTLgTmeseied alBFL BoHmeuwjenLw wremieuisenest QuDGDTIEeT @ WeTenenaseriest
siFlfsmeo QasTLIle0 elflliyemye) SiPmeufsenmsayd, SUiflsTamensst alGFL  ChemeuwjemL WweuTHenTa
STERILBEUSTED  BUTHeT UTLFTMNGG CFim mSUD FTHESOTLLTTHET 6TOIHIL6T  HRIHEHHS
UEIFQFLNBTET HBHBGD CTAILSHTED  HATOIDLNHMS (& MDHSHEUTEHEMTEHAD SHTewTlILIBE GImeT.

e UINBGLUGSIW uTLFTmneHafsd QUOHCDTTHET @DTemTHEHHESH CUTHEHSLOTET RenamTiUTL ST e
QrwpurBseflsd FHUBUS GHmmauTaBeu STeRIILGA M.

BT BT

@b wremeujseflest MBFL  FeewGHG gDU ufsenen @enmisTemied  Geuswi(bo. pAflwiseT IGFL
BxemeuwjenL  wreweujsefler sHOGBEG 2 Hou Gauemi(bd, @Goiiurs QuUDCDTIHEHL @0 eTenensenen
Fflwmenr (pempuled Benmisami(h SeuFsmen enswiten Geuswip. GssFsHm@ Qurmiiiute Fups GFemeu
gFerf a18FL GCaemeuwenL eTemensamen Samisani(h UTLFTme0UNd GFJUuSMETET  audeumnsSHmern
QuOBMTHEE OCFulg CaTBHB0 CeusmiHLD.

GOUILL smev Senaled GUUTFgmetenwd Hiss dfluamy SiHsenalsd smHUlsHH0 FHULF QFuialinuCs
seniell aufld sNISH06 Siglien,. BrTéswTGWw. SpAfWT wreweuy oM Sewleal S M
@emenihg QFLOUBLEUTCs samial aufles sebal HAplurs Semwouw.

QasmPETLL  (waGampsInE pFflwiseiler QLsHemen GQupmiECaTaTen  (WipwiTel L TeYd, SHewieri
QaTQUTHET MWD SENeTWLILITEUMmET sTILT @Ml eTenenseflssl SMHMED 2 _LIGTEIRBIS6TTS LOTIULETET6s
(YsBBHOBNBL 6T (EHTITLOmE 1998).

seflell eudld BHMEVIGHE LOTERIEUM] IFBOTHS 2abHILBSHHIH0 GCousi(hLd.

TeweufHeT  Seujsefesl  GHTHBEIGMEN JMLAIGNEG gOOH S@UaBIGmend CaThsdng. Wb
sNOVIBG Senlelulear Lweur® We (wahawib.

soiell  aufld  aPUSHH00, SHMEL - SOUGHMEL  BLUGBGHH UL  euenEWTET  GLoETEOUTH6TH6T
(EBLOEHEUDWIFH) 2 6ilenen. LoTewiujHsT @bdH Oet QUTheTHafled LSBT  HHeULHM6NSH  H(HLOLIS
Hmpwu  wvlIpnd CeFug (@FomLL  wler ‘Fwe _ame2 B) waHd BpeHe Oameren  GeusmwiBLD.
Revemevweilsd, sHMa GnEW sTLHHNCH Bmealed RmE@GW. e1aBou FHWTS HML (LPMMLUILIBHH60.
alGrL  GapemeuwenLw LTI HEHSCHOU  UGLUUMDE FOed SimWEsIUL  Geoueti(Bld. ISMHGLU
urLgremeoulen 2 gealujLer QuDBDTY, SHeval oiFaTiEefeE 2 sSalsment Gup auGHH0 Seudwid.
@ubonemieuyseier 618FL Bensvenw ARy o ewfhs CQUITHSSLOTET HHMED, BHIHH0 CFWMHUTHSM6T
wpe&arGeot(h b Beuett(BHLd.

@b  reweujsefllsst IBFL  FMHEG DU SufenssTan  sHUGHN QFupUTHHmeT  Bm@ETeTen
Gouewi(ho. SgliuenL. CapjFfzemen alGFL Bzxpemeu 2 emLWaEHHESG gOD lssHHed CBIWFS Heamo
2 mLwsTes WIsHCwsrs SWmflese0.

o dfluy ure, @emewilurLelsrer QFwuHUTHSafsd @boTemouTsEnd@ (Waramifleno aupEd sad@alds
Geuemi(HLd

Gueud vWIDpiLLL aIGFL Bx:emeuwjenLw LOTewINTHEHHEG QuUThSSw0Te S AfluFsener  Buiddsev.
oG  Qewmm L Bismen GunOsTew(® @wwreaveujseiar spmme 2 MIFHIUGSSH0. AHUT  Hobs
wpempulsd Gupumyemen QFuIHed Geuewi(hLd.

QFweoBleney  opuieymefled opAflwy FHULB Sbwreaeufsel &sHMedsd aHRTCBTHGW LNyFSenesenen
Qenmiseni(h uflaTy sHUGH0 CFwmurTGsmen GumGsmeTsnt Geuewi(hLd.

@bLoTeRTeuIEEhSSTe LUIMEAL uTFmMB6T, SLBeoTFamen BaFASGH LEIGmen BomOsmeaien Geusi(HLd.
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e alGsL GomauymLw WeTemenseT updlu elflijemTemel goUBSHH0 UTLFTMSHGW QUDCHT([HSEGHLD

@emLulevmenr 2 _meneu  ULILGBSHHL oMb  CHTLIFAwmer  semiaTanilemu  CumOsTeaiEnh  suemasulsd

BB 2 _siten uTLFTmeLUTED @bomerieufsenst GFIlLSNE 6euevwd Heval Sieeuevsd 2 Gal Lfiged

GousmiBLD.

o  alBFL BGapmeusseoaluLe QFHTLIHULL UeSMeEHNE, Heoalwm Se0aT] alfleyenrumensmen NS

QuUDCYTTHEDHHE OCFWIEOTEEET BHLTHHISH60.

o 1994 @60 QeuefuiLliLlL FUHIHT DNNEBmSHMU (PMHDWITS WaupmisHed Geusmi(Bd, elGFL GhemeuuwjenLuwi

LOTEOTEUTHT  LVSBMVGHBD  OFeusng sreuu@y  eurwiilemer  Spfflwiset  QuHBDT(HSE

QxeflauBHSH60.

o g ffluyset sdHmed, BsHUIGH QHTLTI @bwTemieuseng Bemevenwsmen QUDBDTHSE 61(HSHSHISSTL L 6D

Geuemi(hLd, Temev GBI EUGLILBHNEN BLTHHHD GCouewi(hLb.

o  @ubwraueuIsEnd@ MBEH cugdHsmer gNUBHHBOBT(HSHHN BGouasiBLd.

o FAlLfiulL spisss&s (Fuswusioma Raamausye sumpb) swrflésiulL urLl QummsTaamenGu

QaTQuTmeTTa rhHM Sevlalamwl LweUBSHS WTeweu] saNsTHs SHMIS CHTETETEVND. SBHMNE LOTEI6UT

BpdHaemiL Ligsmenl saumm Geussii(hLd.

o  alBsL GameuwemLwl wreweufHel QFUIH FTHMOIBMT 6I(HhSHIS FnmIHeL, UTLFTMVS Fnl L BIHEHBE

sy alhsHs0, B Herenenseier sdiameow upmw elfiysmfeney opdAflwuy, SiHug woHmId Heoeil

uesilliurenjset oot QuDCLTHe wearmbameoulled LliLguITE WINDSHMmSBH QBTEEH IHHD GouemiBLD.

o  saiall aufled smmedsd, Hmous Hmwu sHMC Lsiemwwner smmeors wrpmls Gasmhasiur Geuemi(BLo.

*  aGlUuUmDE &HMETlsL SllULL  Teweuslesl  SHMENeY el Demeidg  omewieufler  sHDeSCH

waHwsgeud sruuiG. sl audls enmelsd @aQaumm safllulL Teaamid aubHdbGHs CHemeuutmet

Brrsamsl uwaiL(B S, uTLl QuTheisamen (Wopemwwnsd CFflbal Gsmeisr el Geuswi(hLd.

e AU UeTenenaseng &BLUSHILT LUTLFTM6, GBHSSIONST 2 menel 6UsVIILBSHSHIUSDSTE eUOBTL L 60HM6T

QaTLjFAwns  aupmGso, Un @Lmseflsdt QuEigw o168 GCameuwemiw AeTenensel &M@

urLareneseEhLal QuDHBLTisEndGs QaTLImU ghuhsHs CsTBHBHN. Guraim L alfliLeITeyBmen

Qauieugent cpeold QUM FHUTHL SFSHOUGILET Sbmemieufseier SHMEVILD NHBF @0,
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Tamil is the classical language of India. It has literary and epigraphical
evidence, that its origin is ancient and has an independent tradition.
Stone inscriptions are a reliable source of information about ancient
India. The challenges in Extracting the characters from the stone
inscription are differentiating the foreground pixel from the
background stone images, perspective distortion, different light
illumination, the same kind of background/foreground, eroded stones,
lack of shape and size of the text, and poor writing skill of the inscriber.
As ancient Tamil characters have a similar pattern to different
characters, it is very difficult to classify the characters. So, it is very
important for the researchers to understand the character pattern and to
classify them accordingly to train the model. For better recognition,
proper classification of characters is required. In this paper, deep
analyses of the evolution of Tamil characters from the stone
inscriptions are made with the proper ground truth for the ancient
characters. This study will give an insight into the language evolved
over the period and it provides a strong base for the model to recognize
the characters optimally.
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1. INTRODUCTION

The study of ancient inscriptions is significant for understanding history. The scripts used in these
inscriptions may date from different eras and are classified according to the ruling dynasty at the time. Tamil-
Brahmi, commonly known as Tamizhi or Damili, was a southern Indian version of the Brahmi script. It is the
first developed script during Ashoka’s period. The Tamil-Brahmi script has been paleographically and
stratigraphically dated between the 3" century BCE and the 1% century CE, and it is the oldest known writing
system found in several regions of Tamil Nadu, Kerala, Andhra Pradesh, and Sri Lanka. Vattezhuthu probably
started developing from Tamil-Brahmi around the 4" or 5" century CE. As this script was written with more
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cursive lines so, it was known as Vattezhuthu and Vattam. Most of the Vattezhuthu scripts are from Kerala and
Sri Lanka regions. Parallelly, the Pallavas popularised the practice of writing Sanskrit letters in Tamil Nadu,
commonly known as the Grantha script. This continued for nearly two centuries i.e., from the 4% — the 6%
century. The Tamil script evolved from the Grantha script around the 7% century CE. The challenges in
Extracting the characters from the stone inscription are differentiating the foreground pixel from the
background stone images, perspective distortion, different light illumination, the same kind of
background/foreground, eroded stones, lack of shape and size of the text, and poor writing skill of the inscriber.
As ancient Tamil characters have a similar pattern to different characters, it is very difficult to classify the
characters. Robust feature extraction is very important to improve the performance of the Ancient Tamil
character recognition system. Many Deep Learning models work efficiently for the recognition of characters.
But not all the characters are recognized. Most of the characters are not addressed because of the complexity
of understanding the ancient Tamil characters. This paper focuses on the understanding evolution of Tamil
characters and their variations, to train the deep learning model adequately for better recognition.

2. EVOLUTION OF TAMIL SCRIPTS

Tamil is the classical language of India. Tamil is more than a language; it is an intrinsic aspect of Tamil
culture. It is difficult to fix the age of the evolution of the language because of its rich vocabulary. One of the
pieces of evidence of the existence of the Tamil language is stone inscriptions. The scripts featured in these
inscriptions are from various eras and are grouped according to the governing dynasty at the time. Figure 1.
Depicts the evolution of Tamil scripts from the olden era to the modern era.

Figure 1. Evolution of Tamil Script.
(Source courtesy “Dakshina Chitra”, Chennai)

2.1 Tamil-Brahmi

Brahmi is the earliest Indian alphabetical script. As per its regional variations, it is identified as Tamil-
Brahmi, Asokan-Brahmi, Northern-Brahmi, Southern-Brahmi, and Sinhala-Brahmi[1], [10]. All modern
Indian scripts are the evolved forms of Brahmi. Tamil-Brahmi inscriptions about 93 in number are found
on natural caverns and rock beds in 31 places in Tamil Nadu[37]. Further potteries from excavations,
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coins, seals, and rings collected from river beds also bear the Tamil-Brahmi script. The distribution of
Tamil-Brahmi inscriptions covers roughly all parts of Tamil Nadu. Due to overseas trade, a few pottery
pieces and a touchstone bearing personal names in this script are recently noticed in Egypt and Thailand
also. Tamil-Brahmi inscriptions are classified as Early Tamil-Brahmi and Late Tamil Brahmi and are
dated between the 3" century BCE and the 3™ century CE. Figure 2. Shows the Tamil Brahmi inscription
of Jambaimalai. Figure 3. Represents 2" century BCE Tamil Brahmi inscription from Arittapatti, Madurai
India.

Figure 3. Tamil Brahmi inscription from Arittapatti, Madurai India.

2.2 Vattezhuthu

Vattezhuthu probably started developing from Tamil-Brahmi around the 4" or 5" century CE[10],
[11]. As this script was written with more cursive lines. so, it was known as Vattezhuthu and Vattam. It
is also known as Tekkan Malayalam and Nanamona. Earlier inscriptions in this script were mostly noticed
in southern districts, and occasionally in other areas. So far, it is not noticed in Thanjavur and adjoining
regions of the Kaveri River delta known earlier as Chola mandalam. Due to special courses and workshops
on Tamil Epigraphy conducted by the State Department of Archaeology to students, teachers, and others
interested in epigraphy, in recent decades many important inscriptions in this script are noticed. They are
the Pulankurichi inscription in the Sivaganga district, many memorial stone inscriptions in northern
districts of Tamil Nadu, and several in Villupuram and adjoining districts. These discoveries now help
palaeographists to form a complete picture of this script’s evolution[37]. Sendan Maran’s irrigation
inscription in vattezhuthu 7" century CE, Vaigai river bed, Madurai is shown in figure 4. Donative
inscription in vattezhuthu, Pandya Maranjadaiyan 8" century CE, Tiruttangal, Virudhunagar district is
shown in figure 5.

2.3 Grantha

The development of the Grantha script in Tamil Nadu may be divided into four periods. The archaic
and ornamental, the transitional, the medieval, and the modern. Archaic and ornamental variety
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commonly known as Pallava Grantha. Mahendravarman's Tiruchirappalli rock-cut cave and other cave
temple inscriptions, Narasimhan's Mamallapuram, Kanchi Kailasanatha and Saluvankuppam temple
inscriptions, Mutharaiyar's Senthalai inscriptions are examples of this variety. The transitional variety of
Grantha inscriptions roughly belongs to three centuries between the 6% century CE and the 9" century
CE. Later Pallava's (Nandivarman's Kasakudi, Udayendram plates, etc.) and Pandyan Nedunjadaiyan's
Anaimalai inscriptions are samples of this. The medieval variety is from about the 9" century CE to the
12" century CE. Inscriptions of imperial Cholas of Thanjavur are examples of this. The modern variety
belongs to the later Pandya and Vijayanagara periods. After the introduction of printing machines, many
Sanskrit books transcribed from palm leaves were printed in Grantha script[12], [37]. Figure 6. Shows
inscription in grantha script, Mutharaiyar Chiefs, 9" century CE, Sendalai, Thanjavur district. Figure 7.
depicts Mahendravarman, Pallava king, in the stone inscription which is in grantha script, dated about 7™
century CE, Tiruchirappalli.

Figure 4. Sendan Maran’s Irrigation Figure 5. Donative Inscription in
Inscription in Vattezhuthu. Vattezhuthu.
(Source courtesy Department of Archaeology) (Source courtesy Department of Archaeology)
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Figure 6. Inscription in Grantha Script, Figure 7. Inscription in Grantha Script,
Thanjavur. Tiruchirappalli.
(Source courtesy Department of Archaeology) (Source courtesy Department of Archaeology)

3. CHALLENGES IN EXTRACTING CHARACTERS FROM STONE INSCRIPTION IMAGES

The character extraction from the camera-captured stone inscriptions is difficult due to various factors
like light illumination, similar background, and foreground, eroded stones, and lack of text shape, size, and
noise. Other than the technical issues in handling images there are more challenges in extracting characters
from the images because the image contains characters from ancient Tamil scripts. The variations in the
character formation over the evolution of Tamil Script are a major impact on recognition. Text line boundaries
are muddled as the interline spacing becomes narrow due to the crowded writing style. Characters overlap
making them difficult to separate. From the 11% century CE (urban Palaeography) the writing of the Tamil
script had a standard pattern so, it was easy to classify the characters with reference to modern Tamil script
and there will be a good recognition rate. But the 6™ century CE to 10 century CE (rural Palaeography) has
different writing styles and for most of the stone inscriptions, the ground truth is not found, so it’s difficult to
understand the characters without epigraphist guidance.

4. FRAMEWORK FOR CHARACTER RECOGNITION

The essential processes in processing any image are image acquisition, image enhancement,
segmentation, and feature extraction. The classification is based on the extracted features, and the character is
recognized. The accuracy of the recognition depends on training the model with the proper classification by
understanding the unique patterns of the characters. In this paper, we mainly concentrate on various recognition
models. So, a detailed discussion of feature extraction and classification models is done.

4.1.Feature extraction models

Feature extraction is used in the approach for dimensionality reduction. It is possible to handle
groupings of raw data. By selecting and grouping variables into features, it is possible to extract the best
feature from data sets. It is helpful whenever it's needed to remove resources without losing important data
and to reduce the amount of duplicated data in the data set. It provides the pertinent shape information
found in a pattern. It can facilitate effective classification methods. It has been transformed into a
representation of a feature vector map if its data sets are very dimensional. This stage can aid in increasing
the recognition rate[26].

Table 1. Feature extraction methods

S.no Title of Research Feature Extraction methods
1 A hybrid group search optimization: firefly Hough Transformation is used for
algorithm-based big data framework for ancient | detecting straight lines, circles, and
script recognition- Soft Computing — ellipses. Group Search Optimization-
Springer[31] 2020. Firefly- is for feature selection
2 Soft computing approaches for character Zoning feature- to extract the
credential and word prophecy analysis with geometric features of the images,
stone encryptions- Soft Computing, Springer HOG feature- is to determine the
[33] 2020. object, Zernike feature- Zernike
feature distinctively describes
functions on the entity disk and
analyzes the shape of the object,
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3

Pattern Matching Model for Recognition of
Stone Inscription Characters- The Computer
Journal. [11] 2021.

Speeded-Up Robust Feature-it has
three main stages Feature Point
Detection, Confined Region
Description, and Feature Matching.

Repossession and recognition system:
transliteration of antique Tamil Brahmi
typescript- Current Science. [25] 2021.

Zernike moment- distinctively
describes functions on the entity disk
and analyzes the shape of the object
and zoning feature- to extract the
geometric features of the images

A novel nearest interest point classifier

for offline Tamil handwritten character
recognition- Pattern Analysis and Applications,
Springer. [24] 2020.

Taking the Nearest Interest point
from Speeded-Up Robust Feature-it
has three main stages Feature Point
Detection, Confined Region
Description, and Feature Matching.

An NN-based analytic approach to symbol level
recognition for degraded Bengali printed
documents, springer. [8] 2020.

Image attributes include things like
circles, lines, textures, and contour
shapes. Before designing a feature
extraction network, the features that
need to be extracted should be
determined. The training phase of
CNN offers automated feature
extraction. There are several
convolutional layers and pooling
layer pairings in the feature
extraction network.

4.2.Recognition Models

The analysis process ends with this step, which involves predicting the target classes. A target, label,
or category is the name given to the group. Supervised learning is used when the recognition is based on
the labeled class. In doing so, the algorithm practices each image individually and picks up certain
techniques. It begins doing the recognition by the learned technique. Unsupervised learning is used when
it is unknown what the labels are. It uses a grouping method to learn on its own. This will allow it to
identify the character. Reinforcement learning operates by evaluating prior experience and generating

independent judgments in light of collected facts. Additionally, it's a trial-and-error procedure.

Table 2. Recognition Models

S.no

Title of Research

Recognition models

A hybrid group search optimization: firefly
algorithm-based big data framework for ancient
script recognition- Soft Computing —
Springer[31] 2020.

Artificial Neural Network (ANN),
in classification tasks, has the
capability of handling documents
with high-dimensional features and
documents with noisy and
contradictory data.

Soft computing approaches for character
credential and word prophecy analysis with
stone encryptions- Soft Computing, Springer
[33] 2020.

SVM classification algorithm to
maximize class margin and minimize
error. convolutional neural networks
(CNNs) and ImageNet architecture
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to recognize the character after
image classification. It is a powerful
deep-learning algorithm that operates
explicitly on images and is also used
to decrease the error rate and
accurately identify the data.

3 Pattern Matching Model for Recognition of BoG- code word model for each
Stone Inscription Characters- The Computer character to reduce the complexity,
Journal. [11] 2021. and using similarity matching

recognition is done.

4 Repossession and recognition system: Neural Network is a machine
transliteration of antique Tamil Brahmi learning tool with a gradient descent
typescript- Current Science. [25] 2021. method for recognizing ancient

characters.

5 A novel nearest interest point classifier The nearest Interest Point Classifier
for offline Tamil handwritten character is working based on similarity

recognition- Pattern Analysis and Applications, | matching code.
Springer. [24] 2020.
6 An NN-based analytic approach to symbol level | LSTM neural network is a special
recognition for degraded Bengali printed kind of RNN (Recurrent Neural
documents, springer. [8] 2020. Network) that is capable of
remembering information for a long
period and eliminating long-term
dependence problems.

5. CONCLUSION

A trustworthy source of knowledge about ancient India is stone inscriptions. Separating the foreground
pixels from the background stone images, perspective distortion, different light illumination, the same type of
background/foreground, eroded stones, lack of shape and size of the text, and the inscriber's poor writing ability
are challenges in extracting the characters from the stone inscription. It is quite challenging to categorize the
ancient Tamil characters because they share a pattern with other characters. Therefore, researchers must
comprehend character patterns and classify them appropriately in order to train the model. Correct character
classification is necessary for improved recognition. Various challenges in the character extraction of character
from the stone inscription images. These analyses will provide insight into the way the language changed
through time and a solid foundation for the model to best recognize the characters.
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2 auridfser Gbul' R Y Jeussil T pLeulgsasulledd FHURLL miILySHL O DS. UL TS LD
sSCUTL L gL ayild BLaugsmassar @)L HCLMMsT®, allmearur®w BURET BeaveaTaurpped G per
Cubu@®@®ng. Gsli e, CuEHs®, UTRFZF®, TIPSHIF® oI@Tey/Ld YlgLiaml g Smersanar eow bl ®
eflewamum_LiL®eIgmed DIGTIIFET (LPUPENLOWTET SPDedled Yieuggi e FRU@BGamers. Guogyid,
waieflevssi LT aflemarwneni Bleanpa) OFuiw CouestBLd ereiaLd &m1%Csmar @)(HLILIST6D, LDTewTeuFs a6
S JuBlenevuyLd (LpeHGTLILILD Fo BB DS

Quuiplsi aufuied QFueL@SSLLGL Qubflaiailevdstl BT D BL g EmEHuled BETHLOSCT
uew @nulaih @nfo Feowsasw @)BssGea OsuGamer. Owuwiplsi aufuiled CFwpu®SebCLTg
wresauisefler afGLu BaowsGspu w@LumpsEE Oeelluied @Q@BgiId Oewiyd eumlli9®UugTed
<@ Awfesr Grrig iumienes @edevroed Cumap@Ld wresTaliseaier saiers@Gampallp@d @)L weflsSng. LS T
epufled @ bOupd UT_euaTEISmaTd LFismenyd @BA®  oaesTouiser  Lfbs0)%TaTeu S e
@QLidviur® CrR@&Sng. @s wreswauisail b Felllieo gpU@BSHFDS). 6TaTGou, LOTERTCITHET 26eWesT6(HLD
FRUITL QLT SPUSHE@G 2-Fad LUT_UaTiseamg o (heurs@GeauFed yfuiselear pwpd B Q) BHss
Gauewr(BLb.

9. wyeey

‘eareflvdgst yPi <eopg’ (Digital Escape Room) Gsmfleom L spped spligsais@ e saw
Quuiplsi eufulevnes sPmed eueromr@Ld. umpbufu GLumDsS SPHLISSD  (WepsalledBrs FHO
wrpul @), urLeunmener yieuwptd Gauggamsud aflearur G BeopBSS TS LD LIPNPDSE. @)S6STT6D
wremreuisefier FRUI® WGBS FDD®® PLLGSSHFDE. LIGTUIGEFSS @0 LIW UTL_Fmss
sPLILLSHGL $0598% UL LG ummenar P LILFE CFwicusnGLd @)a @b PoES auflwns @wEHng. Qewes
@GZDGGDT[LI QU GITIEI% 60 6T () 6w (B) g@mn&;&uu@m @ uilleTaflevssl ST enm Tn @ 6T @J@uump, &9 Lb,
wrewtauf sppegard CGurarp Ip sPpped sarsiselar awflursead BLSSLUILIGL @@ $PD® CFwedLITL 15

MEDG. FWEHH®, oL aflewentpg FHmey, lleerwrl GeflE  FHmEd, YaUME  FHDED,
uaTDIBs Fpped Guradip Blowsaled @sar OQFweLT® SyowHpg. Coaid, wreTaFsalll L)
UL Lunpped, gdsmerdss Sia) sranisew, GCsrLgumrpped Gper Gurein DT UGTIFNSEFSE LD
2 gallyAFang. Casl o, Cuaged, UTHFHE®, TIPS YHW YLYLILML F DDGTHMET 6565 eHTHSHIF
QrwpL@SSLIL@RMST raaisaliar Gurfg@mper GuburliyPp@L USRS LOTCHToUF%ET
aflewerurl @ 91y LiLeLuiled FaumTevsmen 610l Ta(R Cleups) Qewsams eraflBed 61 Heugmed aTaflevssLi
BT sjemp wEpay B $Omes@ aufCETenFImg 6T6TLIg 2 essienoullen/Ld 2 GwTenLD.
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Lsoof] - (LpSTTCUOMPIEIDS).  (LOG6VI6D, 2 60mlf]l (LOEMEOT&6IT  CLPEVLD
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G2 (RG6VIS, CLTES6TT g LILISML UI6VIT60 600)/B6D &L (HLILITL (B
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Bljeundleows L BCL CUDULL L DNMSSHNITL B 2 6nFenit
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1. y\psH1H

sLufledewr o ewtfl auewevLitfaTared (WSNs) 6TeTUS HW-SL L LGS L, 2 616l L Ly @eewrs SLulleder
amoUlaiare G, Q)& FODIFEGHLL® BleeLbasmars savstalss LFe) CFUGDS LHOID FIAS®T @b
it ploeowusdad CrllsRng. @sar Gonrs aflewew, $FASMIGT aTe) LHMILD LOBSSHIILD, HUSLI LIGHL &H6T
wHnILb YHs sesarestLin) Cuneip LedCeaupy serEISaied CLITBESS 14 W SETEOLD STIILONS, Lied Goun) LIWGTLTHS @5 S
YFBF15 USTLIRSSLIUBDSTDSI[]]. Fouudedwr o ewrfl aeeLIGTaTdSEefed 2 aTeT OLIMUSTOTT OS] SWIF
Wy wns uGFsaie 2 efser LeGaigy @)L msalled QLITBSSLILITH R GTDEsT[2]. 2wl (Lpe»TH 6T, Be»LpeU TUNGD (LPEHETSHET,
LY LILIG L BlenGVILIBISGGIT OB MILD LILIGTIHGT IHaTSSILD (B)BS uenevLiLaIened LIS EeTT@Lb.

2 GwTf) (LPEWGTH T QU TWISHHLILL L QFWeTSS HDETEHET LOHDILD BlenasTauds SaTenald 6)sres(h)emanast. )6y $561e0dHem 6T
Goaflggy mevpaumuiled epevd QUDLILIL L. FTes@er LWMTIS@FSE H@LLBDE. LUTHSTUUDD LTSl Fra|
UPEISLLBMST, YBEsAEHLILLTS HYemise, weopCsnar sausrenflliy wHpih WIPPLESFHD o arefl L
LSS F @55 S THI1% @)eoF HmLdLL_ LngSTEELIUL CouatTBLb.. GBTESNUIGD 6TGTLIS 2GSRI (Lp 69 6815 e GT ST Lo MILD
@usRuwgsaienin, @EeWLLT®R  wPpnIh CFdaUuIGL Faemweaw 2 0% CFUMSDETE @0 FEHuTuibs
SHANUTGLO[3]. FBSHL0M5, GPWTSESANIGD 6TTLE UTHSTULUDD ST LIGHS (LPLYWTS LITHSTLILITET &I6y 56 ewr
Qsr@LiLms WIPDIusPETesT B Lnsalar QSTGLUUTGL. $T6) GOWIESSHD S, GOWTssalwed O\LITgeuTs LINGSTLIL
aflengsamarti LWSTLRSSH PN, @F GOwIGsD wWOHDILD wapGBluTss CFueurlye® CB&HLHeFseaTen oW
B GEDG. GPwissalued aflipapser GealGon sells ayflLpeDH®ar 9Ly LiLIGHL_WiTHE CETeTL_m6u LopmILD
QeuaiGoup mL LBISmarL LWETURSHBGDes, CLngauns, CFwUTSSL PN BleveTals CFeYS6T LLODILD FT5EGS6
@i Gweuppler gy iveo ufled Caupiu’ L QFwd@mer @) BaSGLD, @& Wsad CUTBSSLTes alfl(LpemDHears
CsipCs@LILG @@ (LSHWLLTET aulgauenidLliL] (LPLYaUT@GLd[4]. aueTd S QUUTROSGT SIgenions, SLbLudeoer o i
pearseflell SLLOLILSOT LTHSTLL SYIFNISSOSGeTTeT SOn Haogae)  2rR@Beusd LHYILD FSeauprar CFuif
Gurapeuppred UTHSSLILL Samiqweal. @sar aleereuns @GPILNL L swbLuledewr 2 .67  aedevSaTEIS el ar
Y LOFBIF @55 G @)HTEIGSI1q W LOFQLD LILGIGTET LITGFTLIL| (LPeHDEHET QUHSEH DG e LIRS @TDe/5]. Fd&h
@D wrssaNwied [6], [7] GTGTLIGI LINGIHTLIL] SLOFBIGENGT QU LDEIGSHI YU LEFGLD LITQUGTET LITEIHTLIL| 2 G8I& (LPGOMD WITGLD.
@ esT(B) (Lpew et 6it GeiTmIL_63 eTmy O\F L[y Glgmarer af(BLOLIGTTE, 96U SYSSSHW LINGIHTLIL] (LPeODHaNe) GBI THELD
wHpILH epGDWTss CFwedpeams@ OLngeuret aflevgFenwl LWGTURSHFF DS $HaOOSTL FL| LINGISTLIL LOHHILD
IYBEHTIS®S LIS (Lpeneisal @b Fdd) allamamw pearCu Csip0ls®ss LR TpgaTarar alans Gewreenio [8]
eTeTLIgG UG TLILIL L FL0EFT aflenFsamar o (heuns@GLd QFwedLpenpwT@GL) [9].

UTGISTUILITGT $00 URALIDDSG DS, FIFG wppid FE&app alens (H-SAKAT) euiflipepasaner G\smesi Limg)smiLime
wppitd Fpewwrer soLilar GLissmear @Fs5S wey SLUGT aupnGRDE. CL 1666 2 (haunssd, g&HwL, LG,
sefULL L aflens o (haungsid, 16| GPWTGEL LoD DILD LoewD GPWTEsLD B wenar paiTOmfluiu L oG papufled
BIcEIG GFWLpeEDSaTTGL. auemaeLitiaierelley 2 aTer @aIGleunh 2 entfl (LpeeTd@GLd, Iyl Bleavewd LpSesed
FLOEET PMILD FEFETHD ellevFsamnar o (KauTsGHFDE. 2 a1 (penaTsar safllil' L GL TEsaIEmar 2 (haiTsGS DS, Q)5
o ewrfl (pewest  Pmid Foafler @EewUuT e FAUTTGS Beopeumuiled (penaT LIWGTLRSSLD. 2 eargliul’L Sreneal
@Pwnss  (H-SAKAT)  Gplunss aflwpep vwuasiu@ssUiu@Sng. wap@GRursslul s CFui®  Bmenperuied
wevaruiellBrg 9Ll Baows SN @ HeyLiuliUu@Engl. weap@GAwrssLul L QFuiS 9L Feoewwgsmed
Qup L@, @)gi (H-SAKAT) toeop @Blwnss penmemiws Ll LU RS LoaoDGBITS SR D). @)BS STefeT LEHLpaTar LIG S
eiau@BLomn @ EIs@LESLUILIL RaTtargl UGS 2 umrgsmiunest sre) ufiwippid ST jurer Lefisamar G LiLmiay
QeuiBpg. LGS 3 FE&T PP FWEEIPD PsFw Fra) uNLIPDSSHIL 6T LpeTwmPluiu’ L swiifear GL1ssemer
lorsGHng. @QuuBwrs 9feay 4 @ed aupmsliv’ L wperCmfwiiu’l 9@ papulle o BhausliLBSHISD LpLY ey
S Qe (LpLg SHDG.

B Gpoavrl, gpeveragiii L gyuiarers; &efliiGlLimy) ymlalwed g1eom, SL)LLI LI0% @SS pHL0, Q)BSuT



126 0 ISSN: 2502-4752

2. QST fLje»L_ W LIGHL LiL|%aT

ST o et auemLILIGTaTe) (LPEFNUSSHISSHIL T, ST LITGISTLL| opmitd LRwIPLd TLiGLgILd @
ué@enes. spCung), CLELbLITVTGT ITWIFR LHWPRS6T LTFSTLIL WHDILD LALIDDSmS CbUBSHMUB® HaeTLd
O FIFFI PG 68T, 9 eILILBHSGLD O LmIB M!S @ @)evi_uled $rey @@heoLitm e L1 GLaIasD G wennGPTSHLILIL L
soailar  uflwrpp  Jaufuwin@g. swuwledewr ol amesasHar wuflwurs ey paGL  CuTg, oS
BIGsNSHLILIL 1% LwesTisen L LO(BBE LITGISTESLILIL. CeuesstHLd. HLoLIUNOevT 2 e euenevLILNTeTedle) LIMg|% mLILITes
su6 Lufrppd OsrLjurer Hew Caumasmar @BSLI LGS alarsGHna..

eDGPWTSSLILIL L SIenal aDmIausn @, B wpmid Fram [10] @ LSw auflipepentt LFbSIeoI55 e
ey iutiu@® soailer wep@GPwurssliul L. ageaigast Gup, spCuremsw Iy deraver O yRleT 19.@)eTed
FweupPlet selifeaTorssed LWSTLUGSSULRSDS. LWosrey womd greys/ll] Crigamssd Gslld@Ld B LSmS
2 huns&Herd, @& GODBHSLL F sellel] cuarnigamar o L Qsarepd GLing $a) @eoiun® wpmh @Qrsfugams o ni%
QeiRpg. @QBs PAwd FIFIHm alens auyflpevpwres ECC (Betaul’ L euemane) GBlwunssaile), pnitd FIFFT allens
auflupenpuwnes AES (Gt GHwnss sopleow) eweipedpll LWSTURSSHSDTE. allenF 2 (FUTSELD LOBHMILD
u&ieys@, ECC tweatu®EsUU®Emg), Coayd AES 06 @GPIWTSELD P LoD GHWTESEEBD G LWL G SSLILGEDS]..

LPE&T LoPMILD (LpewesT OSTL FLISS, ST LoPppid LT, [12] LTgSTLLITGT HBISSTIL PDILd $T6] GOWUTSSSMmS
ygieowwner weopulled Lfpgemrs@eiperd. Heteul' L eewarey gl e esQurliul GPurssaflwe HiLL G er
2 gaflyL e, @QSHL L omeg (pewer wPDILD (pewar OSTL iy  umSHSHDG — UTHSTU®L  upn G Gsr®
Ll Puarne, alms o Burss Gprw, eanGar OQsuBselar eemaismsmu yaralBUsnETer GlLTHSSLOTeT
UL (LpEDEN I QILPEIGUSET eLpevLd (LpewesalaT Blenatais @)L gangujd CFillE&ng). GCoeyLd, HLOLIUNGOET LITGISTLILITGT
QsrLgy (pewersafe LMSTLLT $506CSTLTLSE 2S0BDE, @& (PP UMNSETEIGNET FDBS LoHHILD
Snevownest LTHSTULIDG 2 SRS @b ABGHTT P (Lpeopuler 2 SalluL 6l UIMWSIMSFD 2 GTar Y LiSd LOPMILD
LITGISTLIL] 9 LIMUEIS TG S6iTem ben i &eDEH DS

GG opmyid L6, [13] efleugmu euwed LT SesrsrenilLiLjgsTesT @)enewTis 3y19.LILIe0 L uleVTesT SyeLoLiLeD
S0 URIPPSBDeTer LUngsTLUTET CFamer SL L LML aupkGHDS. agaeiolil earemaill QUIDISS, Q)5S
LOGHD BTG YOLOLIL| FLOEFTHD LOPMILD FIoFET GPITEENIG) BIL LIBISE QT (5EIFHTSEH (5 HLIL| TS LPODEUIL]
LWGTLRSSIF DS algaieioLiL] YaTenalll QUITNISS, @)FS LDET enioLiL] FLOFEIDD LOPMILD FLOEFT GPWTSESaN e
BIL LBISE T (55150 eToHE (5 FOLIL| @G LPeDeWL] LIWGTLIHSSIFDSI.

uflrppgBer Cung sre @uewliur e LgTwfEs, uTGUT WPHYID Hed-yabLo@)[15] o TI DT BMed
Gpevwownes o el aumesasHer QBB P Tl L Foris@n  pepselar oLt uldd @)evEas,
ungsTUunesT $ieel aupEGHEIDeTs. @B ewiife LweaTu®SsLUBL @Gy wrGfwrer GPwrssd, o ewrd
wearser Gausrsa b FnLwTsew YL wrerd stayid 4Gz Caieveruiled, HmECGanred FetrL_Plged pmiLd
SOLILSSG GDDES ADOP@@L LUGTLHSSI DS

@aprer  wpmid  uewd [16], @@ YBw Uw-QFwednl® umrgsIUUTeT $iey Oiss B LS®S
uflbgenIsHaDesTs, @F HFD FHaume, LFLIL, @UEIG LPMILD GLped UMESTL®L CFWLIBSSIMISD S BTG
UIUDISSLUILL L GeaFwaisarns wipn@ng, eeaGe Le-CFuaur’ B oLl L qysstet &L BLwiears 0s1@&Ssamarn
pEIGHDG. 2 erGer wednEGHUTH @BEISmenTLiL] LPDID QmiP (LS QmIP LNHSTLL HGwainemn el _w, @G
wr@ fwret GBlwrss OpPLpennsar LWGTLGSSLILIGBDS.

3. aparGuomplwiini’ L apem

@55 LGS WeTCwmPwiu’ L urgsTLuTeT $re LALIDDSmS ailarsGHD. LpTQmfluiii’l sibLufledevr o e
uemeLilaTared Qpeng lyLiLienl Blevevwid, Beopeumulled, Pmid o 6wl (pevest G weuPns 6% TesT(HaTeTy).
Sy LivemL Flevewd auamacEreTedle mw @G G @F LmamnugsGed o arar @aibleaunp o el (LpeeTsHEGLD
aflengsamar o (hauTsGHDE. @aiGeunmp ol (et saflgsall GLTésamsman o (KaTsGHDS. 2 eyl L. $rea
GLngsaisepL a1 FwE&i s FwEfopp aleaFmwl LWETLIGRSS GPlwrssd CFuiwliul () mepeuTuiled Lpewer
i flwing oLt BlevewsHn G eiuliL®Sng). meopaTuiled wpenat o aarflpener GLrasaflar oy iLieL_uied
o eIt L $&HeUanevd FRLMTSS), 9eoF 9y1g LIl BleweaEH D& LS DG

Base Station Gateway Node Sensor Node
Generate SEC, PUB, K ——— > £ ———>t  Token Generate
PRI keys Verify Sensor Node Encrypt Data

Figure shows the flow of data in WNS

QB pedm (perQmPwiiu’ L (H-SAKAT) spe) uflrppseas aflarg@Hng. @55 Opslpampuied, < LivemL BlaeuLd
UGarmob9ay wpmid yderaver QpBlipampsmarts LwETLIGSSH @UsPw, Qumg wH SehvulL  afleaFew
2 BuUTSGHDG (U 1-6). CL1G56 o Bauns@Ld QFwewpenp aflerssLiul Garerg (Lg 7-13). Ly (13-18) sua) @GPWTSS
Qurwedpempenw aflers@GEngl. CLngser sflumiliy (Lg 15-20) @ afleufgsLiul Garerg). LeDSGOWTES CFwe)Lpeo
aflengsLiLL Hererg (Litg 21-23)
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Qpplwpeom : H-SAKAT 56y LfliompmLd

Input: Base Station (BS), Gateway Node (GN) and Sensor Node SN={nj, ny, n3, ..., ng}
g LILIGL Beveowd 2 (HauTHE alens

Step 1: Fori=1tok

Step 2:  KYG= GenerateKey()

Step 2: SKEY[i] = KeyGen.SecKey
Step 3: PUK[i] = KeyGen.PubKey
Step 4: PRK[i] = KeyGen.PrivKey
Step 5: Distribute to i sensor node
Step 6: End If

2 el (pewersEar LTSS 2 (56T @S 60
Step 7:  Nid = Get sensor node id
Step 8:  al and a2 = select two random numbers from 0 to 9
Step 9:  ucl and uc2 = select two char from A to Z
Step 10: Icl and Ic2 = select two char from a to z
Step 11: Token = append(nid, al, a2, ucl, uc2, Icl, Ic2)
Step 12: Use SHA-1 to generate hash value
Step 13: Tokenl = SHA1(Token)

2 Gwrf] (pewesTs ST SDWTHSELD

Step 14: PubKey = Get public key(nid)

Step 15: Encryl = Encrypt data using RSA algorithm with PubKey

Step 16: SK = Get Secret Key(nid)

Step 17: Encry2= Encrypt data using Blowfish algorithm using SK
Step 18: EcryMg = Enc?2

Bievipauruiled (pevest GL_nsgHenert FALITISS DS
Step 19: Get hTK[nodeld];

Step 20: If (hTK[nodeld] = = hash(Token))

Step 21:  Send encMsg to Base Station

Step 22: Else

Step 23:  Discard encMag

Step 24: EndlIf

Y LILIGDL Feveowid SI6 DD & MHNUTES

Step 25: SK = Get Secret key(nid)

Step 26: Dcryl = Decrypt data using Blowfish algorithm with SK

Step 27: PrivKey = Get Private Key(nid)

Step 28: Dcry2= Decrypt data using RSA algorithm using PrivKey
Step 29: OrigMg = Dec2

4. 2 (BUSLILIBS SIS (LpL9 & F 6T

@55 UGS waTQwmPuiu’L. Coameular o BeusliL@BSHS® (igajsamer aIeTsGRDE. TLHLISE 6,
QB Qeurgs 50 o ewr) (LPORTH@FL_GIT o (FUTHSLILGFDE, yewed GO L ugHuilew Ggmgmuions
QurBsLiLGS et aumeliararelled @ SygLitieoL Blevewd wppid Hev eresretisens (6 - 10) CsL Geu (peneTsar
2 GTETET. HPHMIFE L Blevev (GauLiLiBlene, Tpmlar Geausd Curaipene) QST FLTGT $&a1c0He®a, LO(hSSGI6ULD O\ ML FLimes
&00 (Qsw gLy, pryssigLy Guraimeal) o el (pewaT o @Bl QBSS FIa BepauTuied wpenesT auflwins
S LitemL BavewSHn @ e i@, perQurywiiu’ . H-SAKAT ggraumemaili Luaiu®sS QFwued@ssUiuL’ L g
wopid  warQwrPuiul L. QOpfleypmpuiar Qewa@ner GBlwurss Gpow, wep@GAwWTsEs Gprd  WHHILD
wen GPwrEsLILL L QFuIS 9jerey 26 weuppler 9y Litien_uled oG Lo L g).
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I L aueent I: GHlwrss Gpig@er il oL srGRns)

Message Size THCA HCA HET H-SAKAT
(bytes)
608 992 533 453 161
25514 1033 987 467 193
34091 1062 1029 479 240
62586 3297 2254 484 257
143516 3845 3287 492 296
209856 4786 4279 974 439

L L auemen 2 wenGHwrss CrIg@er Lifi e & ST GRDG.

Message Size THCA HCA HET H-SAKAT
(bytes)
608 588 213 207 118
25514 754 647 379 169
34091 838 787 393 187
62586 889 798 397 234
143516 910 874 406 346
209856 1530 1542 792 525
5. apigayeny

sLufledewr o antfl auemeLitiaianelled Fmbs LTHSTLULTRT SIa) LUFLIDDE®S aupmls QES SmerT GL TS5/ 6T @b
HeLiLfest FFFT wpmid Fwi&apm aflens Qpplepepullenes paTQwmPRDS. QbS5 ST6T (LhFeded Iy Feraver (aflenFs&r)
QpBlwmpow  LWGTLRSSH o ewIliul L Fsame GOWTSsL) Fulg W@ TQ)eTad(Fddr) euydpemmeniL
LWGEILBSS GBlwrssd QFuliLGRDS. @& o wi Sere) LTH&GTU®L B GHDE. GPwWiss GBI, wenp@GBlLTss
Gwuid i wevpGPwrssLILLC L QFuiBuler 9ere) P wepnsler oy it uled o amrpenl Geasmevuller OFuwed®)m e
UL LGS apseTGal 2 aTar XD @IS LD UL 6T @G CLIgG wWaTewmfluliiu’ L aiflipeop e arss
aTaf HH®GTILD GODEH D THTLIDS (LpLy6f ST HE DS
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ABSTRACT

Comparative construction is a linguistic technique for demonstrating
two or more items to show their similarities and differences. Typically,
a comparative construction consists of a predicate and two noun
phrases, one of which serves as the “criterion “of the comparison and
the other as the object of comparison (the comparee NP). The
sentences that are comparable to sentences like “Raja is taller than

Keywords: Roja“, where the noun phrase after the item “than” is the standard NP,
A linguistic technique are prototype examples of comparative constructions in the languages
B prototypical of the globe. As suggested by Dixon (2012), a prototypical
C Machine Translation comparative construction has three elements: participants of
D NP comparison (comparee and standard of comparison), the property
E noun phrases (parameter of comparison), and the index of comparison. In this paper,
we are not concerned with the typological study of comparative
constructions. We have focused on mapping comparative
constructions in Tamil with that of English and formulated rules for
Machine Translation. The translation between Comparative
construction sentences in Tamil and English are tested with the
existing Machine Translation system and their results are discussed.
Corresponding Author:
Dhanalakshmi V

School of Tamil, Pondicherry University, Pondicherry
dhanagiri@pondiuni.ac.in

1. INTRODUCTION

A prototypical comparative construction involves a quality or property whose extent is compared, the entity
being compared, and the standard of comparison. Comparison is a mental act by which two or more items are
examined in order to assess similarities or differences between them. The comparison can be made with regard
to a certain gradable, one-dimensional property, and the items are then assigned a position on a predicative
scale. This mental act of comparison finds its linguistic encoding in comparison constructions, especially
comparative constructions for the expression of comparison of inequality or equative constructions for the
expression of comparison of equality. The linguistic literature has especially been concerned with comparison
of inequality and comparative constructions as found in the following English sentences (Yvonne Treis. 2018).

€] Mary is tall-er than Peter - Comparee - Parameter - Parameter/Degree Marker -Standard Marker -
Standard
2) Mary is more intelligent than Peter - Comparee - Parameter/Degree Marker - Parameter - Standard

Marker - Standard
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e  Comparee (COM) = what is being compared against some standard of comparison (Mary);
alternative terms used in the literature: Item compared.
e  Standard of comparison (SOC) = what the comparee is being compared against (Peter)
e  Standard Marker = marker of the grammatical function of the standard (¢kan), alternative terms
used in the literature: marker, pivot, relator
e  Parameter of comparison (POC) = property of comparison (¢all, intelligent); alternative terms used
in the literature: Quality or Quantity, comment, (comparative) predicate.
e Degree Marker or Parameter Marker : It marks the degree of presence or absence of a property in
the comparee (more or -er); alternative terms used in the literature: Index, comparative concept.
Dixon (2005) makes use of the terms comparee, index, parameter, mark and standard. The following
example will exemplify the use of these terms.
John  is more famous  than Bill.
comparee index parameter mark standard
In traditional grammar of English, four degrees of comparison of the adjective are distinguished. They
are positive degree, equative degree, comparative degree, and superlative degree (Yvonne Treis. 2018).
Positive degree: basic form of the adjective; Susan is tall - positive construction
Equative degree: parameter is ascribed to the comparee and the standard to the same extent; Susan is
as tall as Peter - equative construction
Comparative degree: Parameter applies to the comparee to a higher extent than to the standard; Susan
is tall-er than Peter - comparative construction
Superlative degree: shows the highest degree of the parameter applied to the comparee; Susan is the
tallest of her family - superlative construction
Tamil does not makes use of degree marker or parameter marker; it makes use of only parameter of
comparison. In Tamil, there is no morphological distinction between positive degree, comparative degree and
superlative degree. Rajendran (1976-77) elaborately studied comparison of inequality and equality in Tamil.

2. COMPARISON OF INEQUALITY

In a prototypical comparative construction in Tamil and English, the comparee occupies the subject
position, and the standard of comparison occupies the predicate position. In English, the standard of
comparison occupies a position at the end of the comparative construction after the parameter of comparison
whereas in Tamil, the standard of comparison occupies the predicative position before the parameter of
comparison. The standard of comparison is marked for accusative case in Tamil. The parameter of comparison
does not make use of a comparative degree marker; it is pronominalized to agree with the subject NP. English
makes use of than as parameter of comparison and Tamil makes use of viTa or kaaTTilum as parameter of
comparison.

3) raaNi raataiy-ai vita’kaaTTilum azahkaana-valL
Rani Radha-ACC POC ADJ-PN
' Rani is more beautiful than Radha '
The mapping between Tamil and English can be given as follows:

Mapping rule 1:
NPcowm + NP-ai + vita/kaaTTilum + ADJ-PN = NPcom + BE + more + ADJ + than + NPsoc

In the superlative comparative construction, the parameter of comparison is marked for superlative
degree in English. In Tamil, the parameter of comparison is not marked for superlative degree. The standard
of comparison has to be an inclusive NP of superlative nature meaning 'of all', 'among all' and so on. In Tamil
too, the standard of comparison in superlative comparative construction must be inclusive nature: avarkal
elloorilum 'among all.

@) raaNi avarkaL elloor-ai-yum viTa ahakaana-valL
Rani they all-ACC-EMP than ADJ-PN
Rani is most beautiful among all
Mapping rule 2:
NP+ NP-ai + viTa/kaaTTilum + ADJ-PN = NPcom + BE + most + ADJ + among all.
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In English, certain adjectives inflect for comparative degree is marked with -er instead of more.

&) raaNi raataiy-ai viTa/kaaTTilum uyaramaanaval.
Rani Radha-ACC POC ADJ-PN
Rani is taller than Radha

Mapping rule 3:
NPcowm + NP-ai + vita/kaaTTilum + ADJ-PN = NPcom + BE + ADJ-er + than + NPsoc

Some adjectives in English, inflect for comparative marker -est instead of most .
(6) raaNi avarkaL elloor-ai-yum viTa uyaramaana-val

Rani they all-ACC-EMP than tall-PN

Rani is tallest among all

Mapping rule 4:
NP+ NP-ai + viTa/kaaTTilum + ADJ-PN = NPcom + BE + ADJ-est + among all.

In the place of ADJ-PN Tamil can makes use of noun denoting quality +adverbial marker when
followed by the be-verb iru. English makes use of be-verb and adjective combination only. The following
sentence will exemplify this statement.

@) raaNi raataiyai viTa/kaaTTilum azhak-aaka iru-kkiR-aaL.

Rani Radha-ACC than beauty-ADVP be-PRE-3FS

Rani is more beautiful than Radha
Mapping rule §

NPcom + NP-ai + vita/kaaTTilum + N-ADVP iru-TEN-PNG= NPcom + BE + more + ADJ + than
+ NPsoc

Similar to adjectives, adverbs too can make comparison of inequality. Consider the following
example.
(8) raalNi raataiy-ai viTa/kaaTTilum veekamaaka ooT-in-aalL

Rani Radha-ACC than fast run-PAS-PNG

Rani ran faster than Radha
In Tamil, the standard of comparison is marked for accusative marker; the standard marker viTa/kaaTTilum
comes next and the parameter of comparison which is an adverb comes after standard marker and before the
verb. In English, the verb comes before the parameter of comparison which is an adverb which is inflected for
the comparative marker -er; the standard of comparison comes at the end and the standard marker than comes
before the standard of comparison.
Mapping rule 6:

NPcom + NP-ai + viTa/kaaTTilum + ADV +V-TEN-PNG = NPcom + V-TEN + ADV-er +
than + NPsoc

3. COMPARISON OF EQUALITY

If two or more items are found to be similar quantitatively or qualitatively the can be subjected to
comparison of equality. Consider the following sentence.
) raaNi raataiy-aip poola azhakaana-val

Rani Radha-ACC like ADJ-PN

'Rani is as beautiful as Radha'
In the above sentence, Rani is the compare, i.e. item compared; Radha is the standard of comparison; poola is
the standard marker; and azhakaana 'beautiful' is the parameter of comparison. In English, the standard of
comparison comes at the end; the parameter of comparison comes in-between the standard marker as-----as.
Mapping rule 7:

NP + NP-ai + poola + ADJ-PN = NP + BE + as-ADJ-as + NPsoc

Similar to adjectives, adverbs also undergo comparison of similarity. Consider the following sentence.
(10) raaNi raataiy-aip poola veekamaaka ndaTa-kkiR-aalL

Rani Radha-ACC like walk-PRE-3FS

'Rani walks as fast as Radha'
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In Tamil, the subject function as the comparee; the standard of comparison marked for accusative case follows
it; the standard marker poola follows next; the parameter of comparison which is an adverb follows it and the
verb which inflect for tense and person-number-gender (PNG) occupies the final position of the construction.
In English, the subject NP function as the compare. The verb which is inflected for tense comes next. The
parameter of comparison comes in between the standard marker ‘as---as’.

Mapping rule 8:
NPcom + NP-ai + poola + ADV + V-TEN-PNG = NPcom + V-TEN + as-ADV-as +NPsoc

Comparison can be made without the explicit expression of adverb. In that context, the comparative
construction become ambiguous. Consider the following example:
(11) raaNi raataiy-aip poola ooTu-kiR-aalL

Rani Radha-ACC like run-PRE-3FS

Rani runs like Radha
The Tamil sentence is ambiguous as it can be interpreted in a number of ways: 'Rani, runs (instead of walking)
like Radha', 'Rani runs in the same speed like Radha', Rani runs in the same style or manner like Radha' and so
on. Consider the following example,
(13) raaNi-kku raataiy-aip poola ceelai iru-kkiR-atu

Rani-DAT Radha-ACC like sari be-PRE-3NS

'Rani has sari like Radha'
The Tamil sentence is ambiguous inviting different interpretations: Rani has similar sari like Radha, Rani has
sari of same colour like Radha, Rani has sari of same texture like Radha, and so on.

Comparison can be made without explicitly expressing the parameter of comparison. Consider the
following example:
(14) raaNi raataiy-aip poola iru-kkiR-aaL.

Rani Radha-ACC like be-PRE-3FS

Rani resembles Radha.
The not-expression of parameter of comparison makes this sentence ambiguous allowing different
interpretation from the point of view of quality and quantity.

Mapping rule 9:
NPcom + NP-ai + poola + iru-TEN-PNG = NPcom + resemble-TEN + NPsoc

iru can be replaced by foonRu 'appear' in the above construction of equality.
(15) raalNi raatay-aip poola toonRu-kiR-aalL
Rani Radha-ACC like appear-PRE-3FS
Rani appears like Radha'
The addition of emphatic -ee can make the resemblance more closer.
(16) raaNi raataiy-aip poolav-ee iru-kkiR-aalL
Rani Radha-ACC like-EMP be-PRE-3FS
Rani resembles Radha very much.
Instead of poola 'like', maatiri 'like', alLavukku' as much', attanai 'that many' can be made use of as
standard marker.
17) raaNikku raataiy-ai maatiri pasi.
Rani-DAT Radha-ACC like hunger
'Rani is hungry like Radha'
(18) raaNikku raataiy-ai al.avukku pasi.
Rani-DAT Radha-ACC that much hunger
'Rani is that much hungry like Radha'
(19) raaNikku raataiy-ai attanai pasi.
Rani-DAT Radha-ACC that much hunger
'Rani is as much hungry as Radha'

aLavu and attanai specifies quantity. Another way of expressing quantity for the sake of comparison is using
etttanai 'how much' and attanai as exemplified in the following comparative construction.
(20) raaNi-kku ettanai ceelai iru-kkiR-at-oo attanai ceelai raatai-kk-um iru-kkiR-atu
Rani-DAT how-much be-PRE-3NS-Q that-much saree Radha-DAT-EM be-PRE-3NS
'Radha has as many as saris Rani'
ettanai---attanai, evvaLavu--- avvaLavu can be equated with as many as and as much as respectively. Similarly
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eppaTi---appaTi and evvaaRu--avvaaRu can be equated with English what manner--that manner as
exemplified in the following example.
2n raaNi eppaTi ooT-in-aal.-oo appaTi raat-aiy-um ooT-in-aal
Rani how run-PAS-3FS-Q that-manner Radha-ACC-EMP
Rani waked in the same manner like Radha'
Exact resemblance can be expressed by making use of the emphatic markers -ee and taan as exemplified by
the following sentence.
(22) raaNi raatai-ee taan
Rani Radha-EMP EMP
'Rani is exactly like Radha'
camamaaka 'equally', iNaiyaaka 'equally’ can be used to specify the exactness in the resemblance.
(23) raaNi raatai-kku samamaaka/iNaiyaaka paaT-in-aal
Rani Radha-DAT equally sing-PAS-3FS
Rani sang as equally as Radha
One can notice similarity expressed in the following comparative phrases. In these constructions poonRa is
used as standard marker
(24) mati poonRa mukam
moon like face
'moon like face'
(25) taamarai poonRa mukam
lotus like face
'lotus like face'
Comparison of equality can be studied elaborately, but such an elaborative method is not adopted here.

4. RESULTS AND DISCUSSION

Comparative construction Sentences in Tamil are translated to English using the existing Translation
Systems. The table given below shows the translation rules for the Comparative construction Sentences
between Tamil and English and also the results of the existing Translation Systems.

Rule Tamil sentence & English Google Bing - Systran
Rule Translation & Microsoft
No Rule
1. I]ITSUOﬂ JT&TEne6Y Rani . is more | Rani . is more | Rani .is more is
beautiful than | beautiful than | beautiful than | better than
1) Radha Radha Radha Radha
SILPSITETEU6NT
(NPcom + BE + | Yes Yes No

) more + ADJ +
(NPcom + NP-ai + | than + NPsoc)
vita/ kaaTTilum +

ADJ-PN)
2. I]ITSUOﬂ g-lG)JIj&SGiT Rani is the most | Rani is more | The is | The is
] ; beautiful among all | beautiful than | more beautiful | more
G'TG\)GGDITGNUU_ILD all of them than all of them | beautiful than
L (NPcom + BE + them all
. most + ADJ +
SlLp&mevtever among all)
(NP+ NP-ai +
viTa/kaaTTilum +
ADJ-PN)
3. I]IT6'66‘n JTSTen 6 Rani is taller than | Rani is taller | Rani is taller is
Radha than Radha than Radha taller  than
el Radha

o _wigomesteuem | (NPcow + BE +
(NPcow + NP-ai + | ADJ-er + than +
vita/kaaTTilum + | NPsoc)

ADJ-PN)
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4. I]ITSUOﬂ g-lG)JIj&SGiT Rani is the tallest | Rani is taller | The is | The is
. . among all than all of them | taller than all | taller than
G'TG\)GGDITGNUU_ILD of them them all
el
©_WLIJLOITET6L 6T
(NP+ NP-ai + (NPcow + BE +
viTa/kaaTTilum + | ApJ-est + among
ADJ-PN) all)
5. I]ITSUOﬂ Rani . is more | Rani . is more | Rani .is 1S
. beautiful than | beautiful than | beautiful than | more
JmenSHenlsS Radha Radha Radha beautiful than
SITL_1q.6V|LD queen
SP&TS (NPcom + BE +
A SHMITeN more + ADJ +
(NPcom + NP-ai + ;han+ NPsoc
vita/ kaaTTilum +
N-ADVP iru-TEN-
PNG)
6. I]IT6'66‘n JTSTen 6 Rani ran faster | Rani ran faster | Rani ran faster ran
than Radha than Radha than Radha faster  than
ol GCeuslons Radha
€219, 60TIT6IT
(NPCOM + NP-ai (NPCOM + V-TEN+
+viTa/ kaaTTilum + ADV-er
ADV +V-TEN-PNG | *than+NPsoc)
)
7. I]IT6'60‘n Rani is as beautiful | Beautiful like | Rani is She is as
. as Radha Rani Radha beautiful as
J&men 6Ll Radha queen Radha
GumeL
SiLpSTevTeLer (NP + BE + as-
(NP + NP-ai + pOOl + ADJ-as + NPSOC)
ADJ-PN)
8. I]ITSUOﬂ Rani walks as fast | Rani walks as | Rani walks acts
. as Radha fast as Radha Radha swiftly as
NS meveULl Radha
GumeL Geusloms | (NPcow + V-TEN
5 ) . + as-ADV-as
L &&IMITer +NPsoc
( NPcom + NP-ai + )
poola + ADV + V-
TEN-PNG)
9. I]IT6'66‘n Rani looks/ Rani looks like | She is like
. resembles Radha. Rani Radha Radha Rani Raddha
Urrg,rrsme‘uu
Gumeb
A SH M6
. (NPcom + Look/
(NPcom + NP-ai + | resemble-TEN +
poola + iru-TEN- NPsoc)
PNG)
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10. I]IT6'66‘n JITem Q)Gu_l 'Rani is exactly like | Rani is Radha It's Rani Radha | Rani Raddha
. Radha'
Sieor
Correct output percentage 60% 70% 40%
5. CONCLUSION

The Comparison of equality and inequality needs elaborate study. Only certain important aspects of
comparison are studied here from the point of view of machine translation. We try to map comparative
constructions of equality and inequality in Tamil and English by positing mapping rules. The Comparative
construction Sentences in Tamil are translated to English using the existing Translation Systems and the results
indicate that the existing Translation system needs to concentrate on the specific pattern of comparative
construction Sentences between Tamil and English. The Proposed Mapping rules will enhance the results of
the Machine Translation systems.
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The student performance prediction is an important role of teachers to analysis
student need additional assist. To predict the difficulties of the student will use
a digital design course namely technology enhanced learning (TEL) called
Digital electronic education and design suite (DEEDS). The machine learning
algorithm having a random forest, k-nearest neighbor and Support Vector
Machine (SVM).the DEED system allows the student to solve the digital
exercise different level of difficulty during logging the data. The input variable
is current study of the students for each and every individual session. The
output variables were the student’s grade for the respective session. We trained
the machine learning of the data from the five sessions and tested the algorithm
remaining last session. To performed 10-fold cross —validation and computed
the receiver operating characteristic to evaluate the performance of the model.
The results show the SVM given higher accuracy. The SVM can easily
combine the TEL system. An expect to instruct to improve the student
performance an every session.
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1.

INTRODUCTION

Forecasting student presentation is necessary for educators to get near the beginning reaction and

take direct action or early safety measures if essential to get better the student’s presentation. Thisforecast
can be managed by place the basisof the problem. Should it be from additional behavior that the student
is contributing in family troubles, or health problems? Thisentire factor can have a most important effect
on student performance. By means of having a dataset for student’s performance can help us study such
cases. They are K- Nearest Neighbor (KNN to predict the final grade of the student which falls in the
maximum.

In the progress of a nation’seconomy and literate society development. Education also enhances
decision-making process and constructs the competitive present generation. Different data mining tools
are used to predict the student performance. The presentation of the studentdifferent throughout a year and
the number of a student failure enlarge due to the decrement in the student performance with numerous
features. The most known reason of the failure of the student is don’t have of deep knowledge regarding
the course, complicated to adjust the new environment, social media usage, romantic affiliation and
teacher approach to the student and course. The prediction of the student performance has the advantage
of indicating earlier the factor and provides prevention solution.Data mining is used to generate the
meaningful information from massive data set using some patterns.
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The utilization of Data Mining in the Educational perspective is mentioned as Educational Data
Mining (EDM) andexplained By the International Educational Data Mining Society in as “new coming
discipline, concentrate with improve Methods for examine the single types of data that appear from
Educational surroundings. Data mining techniques applied to foretell the educational achievement of the
learners based on their socio-economic condition Using data mining techniques assist for anticipate the
student accomplishment, indicate resource and aids to make a decision.

To predict the students’ realization isa very important part of a higher education, as the whole
enlargement of the Education system is directly relative to develop the success rate of the learner, increase
students’product and reduce the dropout rate. Therefore there are many Situations where the performance
of the students’ needs to be predicted, for example, to differentiate allowed students for joins in placement
activities and to find the pathetic students so that different essential achievement took to modify.

A decision tree is a flow —charts liketree structure which is made of nodes and arcs .Each internal
nodes represented by rectangles and the leaf node represented By Oval. Decision tree mostly used for the
use of decision making. It always initiate from the node to take steps, and from thisposition, the user drop
an each node continuous.

Classification techniques is one of the important part used applications of data mining. The major
function of classification is allocating class label to a set of possible class values to an unseen instance
constitute a set of variables. the r classification techniques applied to foresee the student achievement.
Using data mining techniques support for approximation the student achievement indicate resource and
assist to make a result. Prediction the educational achievement is essential Part of a higher education, as
the whole enlargement of the education system is directly proportional to develop the success rate of the
students increase students’ result and reduce the dropout rate. Therefore there are manycircumstances.

2. RELATED WORK

Artificial neural network (Multilevel perception) ANN, another technique used in the different
paper which improves thestudent and instructors performance, Similarto a human brain,Artficial neuron
network are predominantly shown as a system of interconnected neurons that interchange information
between each other. Multilevel perception present best between all classifierand more well-organized when
there are large data set. It is originate in the wekatools to make investigation by using the name sequential
minimal optimization. Accuracy values, which calculate theefficiency of the models, are all at least
approximately 90% [5].

Lotfi Najdi et al [19] Predictive modeling system random forest and CART are operated to predict
the student retention and graduation. In this system the student at risk of dropout identified. Ensemble
method baggings develop in the system to enlarge the performance of the algorithm. The very important
attribute in the paper are GPA andsecondary school .The accuracy of thealgorithm is 88%.

Marbouti et al. (2016) used logistic regression, support vector machines (SVMs), decision trees
(DTs), ANNs and a Naive bayes classifier (NBC) to identify at- risk students in advanceof the next
course.This study used input features, such as grades, attendance, quizzes, weekly homework, team
participation, project milestones, mathematical modeling activity tasks, and exams from an offline course.
Analysis of the results found that the NBC algorithm provided satisfactory accuracy(85%)

3. PROPOSED WORK

It is a well-known fact that the selection of an optimal set of classifiers is an important part of multiple
classifier systems and the independence of classifier outputs is generally considered to be an advantage
for obtaining better multiple classifier systems. In terms of classifier combination, the voting methods

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 137 -144



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 137 -144 ISSN: 2313-4887 139

demand no prerequisites from the classifiers. When multiple classifiers are combined using voting
methodology, we expect to obtain good results based on the belief that the majority of experts are more
likely to be correct in their decision when they agree in their opinion.

Dataset

Data may be obtained from many different and varied data sources. This stage comprises of gathering all
available information on students. The set of factors that can affect the students’ performance is first
identified and collected from varioussources of data available. This is thenintegrated into a single data set.
One of the key parts in EDM is prediction. It isnecessary to investigate and predict students’ academic
progress and performance. It is a complex research undertaking to identify and indicate the issues the
difficulties students’ academic performance. Several unrelated andredundant data can also be found in
academic information which affects theoutcomes of prediction. To maximizerelevancy of features and
minimize the redundancy of data. An organized literature evaluation was provided on clustering algorithm
and its suitability and serviceability in the environment of EDM.

Activity Selection

The details about the activities and their meanings are as follows:

For example the keywords of our interestrelevant to the course and educational activities of the students
and if nothing is found, we assigned "Other".

Abbreviation of activities:
Es: Exercise#: Number
Deeds: Digital Electronics Education andDesign Suite

Diagram: Simulation Timing Diagram FSM: Finite State Machine Simulator Description of
activities:

Study Es # session of exercisett
It indicates that a student is studying / viewing the content of a specific exercise.
Deeds Es # session of exercise#

It indicates that the student is working on a specific exercise inside the Deeds simulator (Digital Circuit
Simulator)

Deeds_Es
The student is on Deeds simulator but it is not clear what exercise he is working on.

As we consider the 'exercise' feature from the moment the student study the content of an exercise to the
moment he changes toanother exercise, this can be estimated for assigning the number of exercise to
Deedsas well.

TextEditor Es # session of exercise#

The student is writing the results of his workto submit later to the instructor. The studentsuse a text editor
(Word, Office, etc.) to answer to the questions and explain the solution they found through Deeds simulator
TextEditor Es

It indicates that the student is working on an exercise in the text editor but it is not clear which exercise it is.
This happens due tochange of file names by the student, so we cannot recognize automatically which
exercise he works on. Again, the suggestion given above on Deeds Es holds.

TextEditor
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It shows that the student is using the text editor but not on exercises, this can contain other activities related
to the text editor, for instance when they just open it.

When the students use Simulation Timing Diagram' to test the timing simulation of the logic networks, while
using the Deeds simulator. It also contains these components:"Input Test Sequence" and "Timing Diagram
View Manager ToolBar".

Deeds simulator, Simulation Timing diagram contain the properties window,which allows setting all the
required parameters of the component under construction. For instance, the Properties can contain: "Switch
Input", "Push-Button", "Clock properties", "Output properties", "textbox properties". Label all as
'"Properties'. To understand if 'Properties' refer to Deeds simulator or SimulationTiming diagram.

Study Materials
The student is viewing some materialsrelevant to the course (provided by the instructor).

FSM_Es # session of exercise#
When the student is working on a specificexercise on 'Finite State Machine Simulator' FSM_Related
When the student is handling the components of Finite State Machine Simulator.

When the student is not viewing any pages described above, then we assigned 'Other’ to the activity. This
includes, for majority of cases, the student irrelevant activity

Build Training and Test

datasets
Trainin
e Test dataset
dataset
Apply the Apply Learned
algorithms on model on Test
Training data data
(Model Learning) (Prediction)
Accuracy
comparison and
Conclusions

Fig 1.Architecture of prediction

3.1 Data Pre-Processing: -

Data preprocessing explain several type of processing achieve on unprocessed data to arrange it for
a different processingprocedure. Pre-processing of data is considered as a very important task in this work
as quality and reliability of available information is needed which directly affects the results attained.
Commonly used as apreliminary data mining practice, data preprocessing transforms the data into a format
that will be more easily and effectively processed for the purpose of the user. Preprocessing is an important
in machine learning before the classifying the data. It is very important to clean and prepare the DEED log
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data using the preprocessing techniques. To extract the input variables those are more related to student
difficulty. Because the performance of the models depends on the preprocessing methods.

3.2 Random Forest Algorithm

The Random Forest is one of the bestmachine learning models for predictive analytics, creation an
industrial workhorsefor machine learning. The random forest model is a type of additive model that makes
predictions by combining decisions from a sequence of base models. More formally we can write this class of
models as: where the final model is the sum of simple base models.every derived classifier is a simple decision
tree. A random forest is classifiers that consist of several decision trees and outputs the class that is the method
of the classes result by individual trees. In essence, a random forest consists of a collection of
unrepresentatively simple decision trees, each capable of producing a response when presented with a set of
predictor values. A random forest has shown to run very efficiently on large datasets with largenumber of
variables. This broad techniqueof using multiple models to obtain betterpredictive performance is called
model assembling.

Disadvantage

Random forests have been experimental to fit for a number of datasets with noisy
classification/regression tasks.For data counting definite variables with many number of levels, random
forests are biased in help of individual attributeswith additional levels. Therefore, the variable significance
scores from random forest are not consistent for this type of data.

3.4 K-Nearest Neighbor

The most common extension to KNN is theuse of standardized attribute for distancecalculation.
Since the attribute have greatlyvarying value ranges, using them directly indistance metrics would
effectively givemore weight to attribute with larger values.For example, even a dozen oflesson
attemptswould be irrelevant measure up to togross speedwith value attainment up to hundreds. Z-score
standardization iscommonly used in data analysis to avoidsuch problems and to give all features
roughly equal weight KNN is the simplest ofall machine learning algorithms. It has got awide applications

in different fields such that, pattern recognition,  marketing of internet, analysis of Image
databases cluster,etc. Sometimes it is helpful to avoid tiedvotes by choosing k to be an odd number. A
single number k is given to determine thetotal number of neighbors usedfor

classification. When k=1, then the nearest neighbors for a sample will determine itsclass. KNN require
an integer k, a training data set and a metric to measure closeness

Disadvantages:

» Itis Lazy learners

» Itis susceptible to the limited structure ofthe data.

3.5 Support vector machine:-

Support Vector Machines (SVMs) belong to a family of generalized linear models which achieves a
classification or regression decision based on the value of the linearcombination of attribute. The mapping
function in SVMs can be either a classification function or a regressionfunction For classification, nonlinear
kernel functions are often used to transform the input data to a high dimensional feature space in which the
input data becomes more separable compared to the original input space. Then, the maximum-margin
hyperplanes are create to best possibledivide the classes in the training data. Two parallel hyperplanes are
create on every side of the hyperplane that divide the data bymost of the distance between the twoparallel
hyperplanes. An assumption is prepared that the better the edge or distance among these parallel hyperplanes
theenhanced the generalization error of the classifier
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Advantage

» Flexibility in the selection of thestructure of the threshold

» Robustness towards small number ofdata points

4. EXPERIMENTAL RESULT EVALUATION METHODS

predictor true false
true | True False
positive(TP) | positive(FP)
False | False True
negative(FN)| negative(TN)

5. PERFORMANCE OF ALGORITHMS IN R STUDIO

We performed multiple approach on our dataset and analyzed which attribute of the student’s
performance is more contributing towards each session used toanalysis the fast learners and slow
learnersin multiple regression... We also performed various machine learning algorithms in Rstudio like
Random forest , K Nearest neighborClassifier ,Support vector Machine and tabulated the accuracy in
table,here it is obvious that ,Support vector Machine give high accuracy compared to other methods. Also
performances of algorithms depend on nature of the dataset.

5.1 Confusion matrix:-

Each instance is classified into two classesin a bunary classification model. The two classes are
true and false class. This gives rise to four possible classifications for each instance namely: True Positive
(TP): The number of correct predictions that an object is positive. False Positive (FP): The number of
incorrect predictions that an object is positive. False Negative (FN): The number of incorrect predictions
that an object is negative. True Negative (TN): The number of correct predictions that an object is negative.
This circumstances can be correspond to as a confusion matrix also called possibility.

The observed classifications for a phenomenon are compared with the predicted classifications of a
model in a confusion matrix. In table 1 the classification that are shown along the majordiagonal of the
table are the correct classifications refereed as true positives and true negatives. The model errors are
signified by the other fields. Only the true positive and true negative fields would be filled out for a perfect
model and the other fields would be set to zero. From the confusion matrix, a number of model performance
metrics can be derived. The most common metric is accuracy which is defined as the overall success rate of
theclassifier and is computed as

Accuracy= (TP+TN)/ (TP+FP+FN+TN)

Other performance metrics include Sensitivity/Recall and Specificity/Precision.

Sensitivity is defined as percentage of correctly classified instances. Specificity is defined as percentage of
incorrectly classified instances.

Sensitivity/Recall = TP / (TP + FN)

Specificity/Precision = TP / (TP + FP)
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5.2 Cross-validation set:-

In the first set of experiments, we used the original dataset was composed in all records.Based on the
10-fold cross-validation, thesupport vector machines produced the best results with an overall prediction
rate of 87.23% experiments are conducted toassess the predictive ability of the three ensemble models.
Based on the 10-fold cross validation methodology, the information fusion type ensemble model produced
the best results with an overall prediction rate of 87%, followed by the bagging type ensembles and busting
type ensembles with overall predictionrates(sensitivity and specificity) of 89.5% and 85% respectively
Even though theprediction results are slightly better than the individual models, ensembles are known to
produce more robust prediction systemscompared to a single-best prediction model.

Classifier Accuracy| Specificity Sensitivity
Random
89% 87.5% 89.5%
forest
K-NN 85% 85% 86%
SVM 95.5% 94% 95%

6. CONCLUSION

Machine learning concentrate on the growth of computer programs that can observed data and use
it study for machine themselves. The achievement of machine learning for students prediction system
based on using better machine learning algorithms, choose the right algorithm forthe problem is very
significant toaccomplish the best results. The results get hold of here confirms that the pattern does be
present. even though a many number factors manipulate the final result of a student, the high accuracy
obtained by the machine learning models .the problem of predicting student performance in an DEEDs lab
using TEL system .The reliable predictions of the performances of the students, the teachers can notified
their efforts on those students and problem that need concentration the majority. The SVM method for
predicting whether students will complete in all session the results demonstrate that SVM can produce such
predictions accurately, particularly for thegrade. An experimentally calculate a large amount of extension
and feature sets, and found out that differences in predictor performances and constraint values. Finally the
Support Vector Machine gives the High accuracy 95.5%.
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ABSTRACT

This study examined primary school teachers’ willingness to use instructional
technology for teaching and learning (T&L). This study adopted the
quantitative approach and used a questionnaire as a research instrument. The
sample consisted of 180 primary school teachers in district X. Study’s
variables included perception of teachers’ readiness, knowledge of teachers’
readiness, skills linked to teachers’ readiness, and challenges and issues. The

Keywords: analysis results showed that all variables obtained moderate mean scores,

specifically, perceptions of teachers' readiness (M = 2.87, SD = .455);
Teachers’ readiness, knowledge of teachers' readiness (M = 2.86, SD = .600); skills linked to
instructional technology, teachers' readiness (M = 2.61, SD = .554) ; and challenges and issues (M =
perspective, 2.87, SD =.460). In conclusion, the results imply that primary school teachers
knowledge, in district X have moderate readiness to use instructional technology in T&L.
skills, Hence, school administrators and the Ministry of Education need proactive

efforts to increase teachers’ interest.
challenge
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1. INTRODUCTION

Today’s generation has witnessed significant and rapid information and communication technology
development (Fariduddin, Azidah, and Aziah, 2019) . This situation has also impacted education development
regarding teaching and learning (T&L) approaches, techniques, and methods in Malaysia. Various new
methods and techniques have been introduced in the education field to facilitate faster, innovative, and seamless
communication and interaction to transcend the limitations of time and place(Ramya and Poongodi, 2022 . In
line with efforts to improve the quality of education, the MalaysianNational Education Policy (NEP) is
constantly reviewed to ensure the effectiveness of curriculum implementation to prepare Malaysians to face
the educational, economic, political, and social challenges in this highly globalised world (Abdul Halim et al.
2020).

Parallel to the changes implemented by the Malaysian Ministry of Education changes in the NEP, the
Malaysian Education Development Plan 2013-2025 or PPPM (2013-2025) has been outlined to restructure the
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Malaysian education system, from preschool, primary and secondary levels (Ministry of Education Malaysia,
2018a). The Malaysian Higher Education Education Development Plan 2015-2025 or PPPM(PT) (2015-2025)
was also established to discuss the issues and challenges of 21st-century education in tertiary education
(Ministry of Education Malaysia, 2018 b).

Instructional technology has created a significant technological ground for teaching. Using instructional
technology in the education system can encourage interaction between students and instructors to improve the
efficiency of T&L (Sophonhiranrak, 2021) . According to Lim and Lee (2021) , the younger generation in
Malaysia is adept at sharing knowledge with friends and obtaining information using the latest instructional
technology devices, such as personal computers, projectors, tablets, netbooks, smartphones, and laptops (Omar
and Ismail, 2020) .

Instructional technology is a new concept implemented in teaching and learning due to easy access to
technological devices. Implementing instructional technology is similar to electronic learning or e-learning in
the classroom. However, instructional technology constitutes a learning process that can occur outside the
classroom anywhere and at any time (Umi et al., 2019) . According to Ching (2018) , instructional technology
includes machine learning that allows students to access learning materials anywhere and anytime through a
computer system or mobile devices with Internet access.

Furthermore, Instructional technology is medium that can improve students’ thinking skills and
knowledge. According to Halizayanie (2019) , using instructional technology in education can help students
enrich their learning experience by stimulating various problem-solving skills, 21st-century skills, and higher-
order thinking skills (HOTS). Teachers need to apply effective pedagogy in the classroom. They need to update
themselves with the latest knowledge and use teaching techniques suitable for the current generation to ensure
students can master the standards the Ministry of Education outlined. As Azizah and Suziyani (2021)
mentioned, delivering effective educational knowledge in T&L will result in quality human capital. Teachers
also need to diversify creative teaching methods, and interesting strategies must align with current
developments to achieve the teaching and facilitation objectives. This study generally focuses on primary
school teachers’ willingness to use instructional technology in teaching and learning.

2. PROBLEM STATEMENT

According to Syaza, Fauzi, and Faridah (2018), wireless mobile devices allow the learning process to occur
informally regardless of time and location limitations, even without a teacher’s or instructor’s presence.

A study by Ching (2018) strongly emphasized the inclusion of entertainment elements in the KSSR Malay
language teaching and facilitation process can create a relaxed and fun learning atmosphere that can increase
students’ interest in learning. Moreover, Noor Desiro and Husnin (2021) found that the knowledge of rural
secondary school teachers about Google Classroom is low even though their readiness to use Google
Classroom in Teaching and Facilitation (T&L) is high.

Studies found that the concept of instructional technology can increase students’ motivation as its teaching
mechanisms can increase interactivity and promote understanding (Handani, Suyanto, and Sofyan, 2016) .
Thus, the concept of instructional technology attracts interest and motivates students’ creativity and
innovativation (Halizayanie, 2019) .

Research objective

To study the problems discussed, the research objectives are as follows:

1 Identifying teachers’ perceptions of instructional technology in teaching and learning.

11 Identifying teachers’ knowledge of instructional technology in teaching and learning.
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111 Identifying teachers’ skills in using instructional technology in teaching and learning.

1v Identifying the challenges teachers face in implementing instructional technology in teaching and learning.
3. METHODOLOGY

This study followed the quantitative research design. A questionnaire was used as the main instrument to
collect data to answer the research questions in district X. The questionnaire instrument contains two parts,
Part A and Part B. Part A contains questions related to the respondent’s demographics, specifically gender,
age, level of education, work experience, and type of school. Part B contains questions about Primary School
teachers’ readiness to use instructional technology in teaching and learning. A five-point Likert scale was used
for each item in Part B.

The demographic data were reported through frequency, percentage, and mean, while the hypothesis testing
was conducted using Statistical Package for Social Science, Version 12.0 (SDSS). The analysis results are
presented through tables and diagrams to give the researcher a deeper understanding of the research topic.

In line with Kamarul Azmi Jasmi’s study (2009), this study used percentage and mean values to report the
findings on the perception, knowledge, and skills levels. The levels ranged from or low (1.01-2.00), moderately
low (2.01-3.00), moderately high (3.01-4.00), and high (4.01-5.00) based on the mean values obtained.

The researcher used a simple random sampling method to determine that the selected respondents represent
the study population, specifically the primary school teachers. The researcher distributed the questionnaires to
all district X, primary schools, and 180 completed responses were returned.

The questionnaire was divided into two parts to capture teachers’ perceptions, knowledge, skills, and
challenges in using instructional technology in teaching and learning

Part I : Respondents’ Demographics
Part I : Teacher’s readiness to use instructional technology in teaching and learning

i. Teachers’ perceptions of the use of instructional technology in teaching and learning
ii. Teachers’ knowledge of using instructional technology in teaching and learning
iii. Teachers’ skills in using instructional technology in teaching and learning
iv. Challenges and issues faced by teachers in using instructional technology in teaching and learning

4. STUDY FINDINGS AND DISCUSSION

This section answers the research question, ‘What is the level of primary school teachers’ willingness to
use instructional technology in teaching and learning’? The analysis of the teacher’s readiness involves several
variables: perception, knowledge, and skills in using information technology in T&L in district X.

Respondents’ Demographics

This section explains the results on the respondents’ demographic backgrounds- gender, age, level of
education, and work experience of current teachers. The analysis results are presented in Table 1.
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Table 1. Respondents ‘Demographics

No Demography Frequency Percentage(%)
1 Gender Men 50 28.0
Female 130 72.0
Total 180 100.0
2 Age 20 - 30 years 10 5.6
31 —40 years old 69 38.3
41 —50 years old 62 344
51 - 60 years old 39 21.7
Total 180 100.0
3 Educational Diploma 20 11.1
status Bachelor 138 76.7
Masters 21 11.7
Doctor of Philosophy 1 .5
Total 180 100.0
4 Work Less than 5 years 9 5.0
experience 5 —10 years 32 17.8
11 —20 years 75 41.7
21 —30 years old 45 25.0
Over 30 years 19 10.5
Total 180 100.0

Table 1 shows the respondents’ demographic backgrounds. 50 (2 8 .0%) respondents are males and 130
respondents (7 2 .0%) are females. In terms of age, a total of 10 respondents ( 5.6 %) are aged between 20 to
30, 69¢ (38.3 % ) are aged between 31 and 40 years, 62 (34.4 % ) are aged between 41 and 50, and 39 ( 21.7
%) are aged between 51 and 60. As for the level of education, a total of 20 respondents (11.1%) obtained a
diploma, 138 respondents (76.7%) graduated with a bachelor’s degree, 21 respondents (11.7%) obtained a
master’s degree, and one (0.5%) graduated with a doctor of philosophy. Concerning their work experience,
nine respondents (5.0%) have less than five years of work experience, 32 respondents (17.8%) with five to 10
years, 75 respondents (41.7%) with 11 to 20 years, 45 respondents (25%) have been working for 21 to 30 years
and 19 respondents (10.5% have worked for over 30 years.

Mean Analysis of Teachers’ Perceptions

Table 2 shows the mean level indicator as mentioned in Landell (1977).

Table 2. Landell Mean Level Indicators (1977)

Mean Value Level Indicator
1.00-2.33 Low
2.34-3.67 Simple
3.68 —5.00 Height

The results of the mean analysis of teachers’ perceptions of the use of instructional technology in teaching
and learning are shown in Table 3.

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. . 145-152



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. . 145-152 ISSN: 2313-4887 149

Table 3. Mean Analysis of Perceptions of Teacher Readiness

No Item Mean Standard
deviation
1 The use of instructional technology in T&L is more interesting 3.21 .610
2 The use of instructional technology in T&L can improve student 3.12 588
achievement
3 The use of instructional technology facilitates student understanding 3.14 .617
4 The use of instructional technology in T&L can increase students’ 3.24 .613
interest in learning
5 Teachers need to be prepared to explore aspects of using instructional 3.15 .642
technology in T&L
6 Teachers need to be positive about the use of instructional 3.19 615
technology in T&L
7 The content of the instructional technology needs to be diversified in 3.17 .615
the T&L process
8 The use of instructional technology in T&L is not effective for students 2.18 877
9 The use of instructional technology in T&L is a waste of time 2.13 877
10  The use of instructional technology in T&L causes students to lose 2.18 .838
focus
Overall Mean 2.87 455

Table 3 shows that teachers’ perception of the use of instructional technology in teaching and learning is at
a moderate level with an overall mean value of Mean=2.87, SD=.455. The first item on the perception of
teachers’ readiness, Most items have a moderate mean score; item 1, “The use of instructional technology in
T&L is more interesting,” (M=3.21, SD=.610), item 2, “The use of instructional technology in T&L can
increase student achievement” (M=3.12, SD=.588), item 3 “The use of instructional technology facilitates
student understanding” (M=3.14, SD=.617), item 4 “The use of instructional technology in T&L can increase
students’ interest in learning,” (M=3.24, SD=.613), item 5, “Teachers need to be prepared to explore aspects
of the use of instructional technology in T&L” is at a moderate level (M=3.15, SD=.642), item 6, “Teachers
need to be positive about the use of instructional technology in T&L” is at a moderate level (M=3.19, SD=.615,
and item 7 “The content instructional technology needs to be diversified in the T&L process ” (M=3.17,
SD=.615. Three items have lower mean scores, item 8, “The use of instructional technology in T&L is not
effective for students” (M=2.18, SD=.877), and item 9, “Use instructional technology in T&L wastes time
(M=2.13, SD=.877), and item 10 “The use of instructional technology in T&L causes students not to focus”
(M=2.18, SD=.838).

Knowledge Mean Analysis

The mean analysis results on teachers’ knowledge in using instructional technology in teaching and learning
are shown in Table 4.
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Table 4. Mean Analysis of Knowledge of Teacher Readiness

No Item Min Standard
deviation
I know how to use instructional technology in T&L 2.63 727
2 I know that instructional technology makes T&L more creative 2.94 .695
I know that instructional technology helps in engaging students 3.08 .628
4 I know how to get teaching aids online 2.86 719
I know how to download instructional applications 2.85 .684
6 I know instructional applications are easily attainable/accessible 2.80 732
Overall Mean 2.86 .600

Table 4 shows that teachers’ knowledge of using instructional technology in teaching and learning is at a
moderate level, with an overall mean value of M=2.86 and SD=.600. All items show moderate mean scores,
item 1 “I know using instructional technology in T&L” (M=2.63, SD=.727), item 2 “I know instructional
technology makes T&L more creative” (M=2.9=, SD =.695, item 3 “I know that instructional technology helps
in attracting students’ interest (M=3.08, SD=.628), item 4 “I know how to get teaching materials through
online” (M=2.86, SD=.719 ), item 5 “I know how to download instructional applications” (M=2.85, SD=.684)
and item 6 “I know that instructional applications can be reached/accessed easily (M=2.80, SD=.732).

Mean Skill Analysis

The mean analysis results for teachers’ skills in using instructional technology in teaching and learning are
shown in Table 5.

Table 5. Mean Analysis of Skills in Teacher Readiness

No Item Min Deviation
Standard
1 I am proficient in using instructional technology in T&L 2.46 714
2 I can conduct classes using instructional technology related to certain 2.63 703
topics during T&L
3 I can conduct a class using instructional technology during T&L 2.61 .690
4 I can’tuse the instructional technology app in T&L 2.20 812
5 Ican find T&L-related information in the instructional technology 2.76 .691
I’m good at using the mobile devices 2.80 .698
I am good at using a laptop/computer 2.89 .651
I am proficient in using instructional applications for T&L 2.51 723
Overall Mean 2.61 554

Table 5 shows the teacher’s skill level in using instructional technology in teaching and learning is
moderate, with an overall mean value of M=2.61 and SD=.554. All items also obtained moderate mean scores,
item 1 ” I am good at using instructional technology applications in T&L (M=2.46, SD=.714), item 2 “I can
handle the class using instructional technology related to certain topics during T&L ” (M=2.63,
SD=.703), item 3 “I can handle the class using instructional technology during T&L” (M=2.61, SD=.690), item
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4 “I cannot use instructional technology applications in T&L” (M=2.20, SD=.812), item 5 “I can find
information related to T&L in instructional applications” (M=2.76, SD=.691), item 6 “T am good at using the
mobile devices” (M=2.80, SD=.698), item 7 “I am good at using a laptop/computer” (M=2.89, SD=.651) and
item 8 “I am good at using instructional applications for T&L” (M=2.51, SD=.723).

Mean Analysis of Challenges and Issues

The mean analysis results on the challenges and issues teachers faced in using instructional technology in
teaching and learning are shown in Table 6.

Table 6. Mean Analysis of Challenges and Issues

No Item Min Standard
deviation
1  Teachers lack technical training and courses in instructional technology in 3.07 718
teaching and learning
2 Teachers lack courses on instructional technology in teaching and learning 3.10 711
3 Ilack awareness of the benefits of T&L in using instructional 2.55 788

technology in teaching and learning

4 T have time constraints to prepare instructional technology material 2.95 .699

Teachers do not have internet access facilities at school 3.04 780
6 I am not ready to use instructional technology in teaching and learning 2.92 .696
7 Instructional technology devices facilities for teaching and learning 2.33 .855

are insufficient

8  The facilities provided such as netbooks & computers for T&L provided 2.97 712
by the school
Overall Mean 2.87 460

Table 6 shows that teachers’ challenges and issues in using instructional technology are moderate, with an
overall mean of M=2.87 and SD=.460. All items also show a moderate mean score; item 1‘“Teachers lack
technical training and courses in instructional technology in teaching and learning” (M=3.0, SD=.718), item 2
“Teachers lack courses on instructional technology in teaching and learning” (M=3.10, SD=.711), item 3 “I
lack awareness of the benefits of T&L in using instructional technology in teaching and learning” (M=2.55,
SD=.788), item 4 “I have time constraints to provide instructional technology materials” (M=2.95, SD=.699),
item 5 “Teachers do not have access to the internet at school” (M=3.04, SD=.780), item 6 “I am not ready to
use instructional technology in teaching and learning” (M=2.92, SD=.696), item 7 “Instructional technology
devices facilities for teaching and learning are insufficient” (M=2.33, SD=.855) and item 8 “The facilities
provided such as netbooks & computers for T&L provided by the school” (M=2.97, SD=.712).

5. CONCLUSION

The data were analysed to determine primary school teachers’ readiness to use instructional technology in
the T&L in district X. The data analysis showed that teachers in district X moderately use devices and facilities
provided by the school, such as netbooks & computers for T&L . All constructs obtained moderate mean
scores- perception of teacher readiness (M=2.87, SD=.455), knowledge of teacher readiness (M=2.86,
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SD=.600), skills linked to teachers’ readiness (M=2.61, SD=.554) and challenges and issues (M=2.87,
SD=.460). This finding shows moderate teachers’ willingness to use instructional technology in T&L in
primary schools in district X. Hence, proactive efforts from administrators and the education ministry are
necessary to increase teachers’ interest in using this technology in T&L. In conclusion, as the level of readiness
of primary school teachers to use instructional technology for T&L in the district X is still moderate, it needs
to be strengthened, specifically in the aspect of teachers’ knowledge and skills and the convenience of using
instructional technology in schools. Teachers need to equip themselves with information technology
knowledge and skills and be ready to use instructional technology in increase students’ achievements.
Therefore, to ensure that instructional technology can be used optimally in all primary schools in the district
X, all parties need to play their respective roles in increasing the availability of information technology facilities
in schools, in addition to improving the teachers’ skills related to the use of simple technology through
continuous training.
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ABSTRACT (10 PT)

NLP refers to "natural language processing," a subfield of Al that entails
teaching computers to interpret, analyze, and glean relevant information from
human language. There are a number of scenarios in which using a text's
sentiment analysis would be helpful. One such use is analyzing the common
attitudes expressed in online discussions. In contrast, many social media
comments are written in scripts that aren't the author’s native language and

Keywords: don't adhere to standard English grammar. For a language like Tamil, which

has minimal resources available, the lack of annotated code-mixed data
A Sentiment Analysis compounds the difficulty of this issue. To combat this, we developed a code-
B Tamil-English Code-mix mixed, sentiment-annotated Tamil-English corpus. In this article, we'll talk
C Natural Language Processing about how the corpus was assembled and how the polarities were assigned.
D Corpus The level of agreement between annotators and the outcomes of trained

E Grammar rule sentiment analyses using this corpus.
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1. INTRODUCTION

Blog entries, reviews, and comments on social media sites like Facebook, Twitter, YouTube, etc.
provide a forum for individuals to share their perspectives on any issue[l] claim that the grammar of any
language can be used by anyone sees fit, hence multilingual individuals often communicate their views on a
topic in more than one language[2]. Combining linguistic elements from different languages into a new text is
known as "code-mixing"[3].

As the Internet has expanded rapidly and become increasingly popular, data volume has grown
substantially [4]. Because of the huge network of texts that includes mixed content like text, audio, and video
in numerous languages, humans are also compelled to deal with complexity.

In order to get the most out of a dataset, SA should be utilized to identify, examine, and extract the
respondents' subjective attitudes and emotions [5][6]. SA is a branch of natural language processing that goes
by a variety of other names, including opinion mining, orientation analysis, sentiment classification, and
subjective analysis[7]. Typical examples of NLP difficulties encountered in SA tasks include entity
recognition, word polarity disambiguation, and aspect extraction. A strong association exists between the
difficulty of a SA task and the problems that end users encounter when using their particular applications.
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A. Code-Mixing and its types

Multilingual populations are more likely to engage in code-mixing. English words, phrases, and
connectives are frequently used in everyday spoken Tamil due to its prominence as the language of education
and higher learning. This is most noticeable in those with lesseducation or training [8], but it also occurs in
those with higher degrees of education or training. Many Tamil-English (Tanglish) lines are written in Roman
style [9] because of English's widespread use on the internet. Code-mixing examples from Tamil corpora,
with Englishtranslations, are provided in Table.1.

Table 1. Code mixing examples in a Tamil dataset

Avoid Using Other
Languages in Place of

Changing Code Type

Example Translation
ah&0 LITEmeT eemmeuld, 618 5meT .
QLT S(RES Foomeued | No matter the issue, no matter how many

UEREHETIN b EHHHE

people have already commented, some

USLGeN@h _ Blar]

and Tamil in the same
sentence (Tamil
written only in Tamil

script)

mudld ern... @UIG:
GoomL areu@umnw @ere
SUOLIGCTET(REE 6.
CoLwn&flwré@ meirndl...i dont watch

these
kind of emotional songs..just
listened itand im loving it...

Tamil _ (Written _in : . 24I6UDTS | heople will be interested in_hearing our
. @ MLUIGCCTT&H6M .
Tamil opinion
Script)
. ) SLENOTE eI LN&ESE aelss )
Combining  English | eer Thanks to my mother who gave birth to

me as a Tamilian..Thanks to the music
director who composed such a
song..Thanks to the film writer..| don't
watch these kinds of emotional songs...just
listened to it and I'm loving it...

No other language
than Tamil (Written in

Latin script)

Ellarume anbukaga enginal yar than
anbu seluthuvathu?..neenga
elarmelaiyum anbu seluthunga .....

Does everyone yearn for love Who will
give hislove ?..You love everyone...

Combination of inter-
and _intra-sentential
discourse (Tamil

2_600T60T LD
o[ N

A

oL s5evopL A5
SO FG T

written in _both Tamil

and Latin script)

2 TSSO WSESH QTL LTS

Bl
Baflorwl el §ellevs s mersrean:

True brother both actors in this movie
deserve toreach great heights ..Cinema

alone is no exception
.There is no one to hold the meritorious
wearer

Language Switching

.thaguthi udaiyorai thangi
pidikkayarumillai
Vaa endru solummunney

varungindra

The memory that comes before you

een Morphologically
Distinct Codes

(Written in both

Tamil and Latin script)

Between English and b Kannilevil saycome The leaf in the eye is
Tamil _ Within__the | 1¥323ddM...kannreyraye cadh love and the heart is
Same Sentence ; 2 .a the home of love"... Lyrics with heavenly
. - . lum nenjamey kadhalin . .

(written in Latin - . cinematography and music in Soulful...
script only) thaayagam".. soulful lyrics with

heavenly  cinematography and

music...
Switching @ Qhs Cooml (HéEG QUGS | Oh,this is how you gather more viewers

betw | viewerssekureengla for thissong

When examining code-mixed sentences, we made a distinction between intra-sentential switching, tag-
switching, and inter-sentential switching. Almost all of the feedback was written in Tamil script but used
English grammar or a combination of Tamil grammar and English lexicons. The comment contained both
Tamil characters and some English words. The principle is explained by these instances.
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BhI&ET  euMD&mEMWSE  &M&  e@GNemed, UglNed L (RD6LEL, 2 RKIG6HT
FHMHSAMLLOBHGHID SOHMIGQSTETeT Coustni(hld. SHHEG euGLLMMC Smhs QL Ld -
SRS QA QuwiIFiy ef@EUUDd @ebeomoed SLAID 6T(PSEL TPSLLILL UTTHMS ST,

e If you want to learn life, you should learn from your peers and not just in the course. The
classroom is the best place for that-

e Words written in Tamil script, without any English translation option..

e Thalapathy dance pathi comment podunga.....

e Leave a comment on the Thalapathy dance .. -Tag switching with English words.

e What a surprise...Nothing can beat, enna oru energy of vaathi coming pattu..

e What a surprise...nothing can beat, what an energy of Vaathi coming song-Inter-sentential
switch

e communicate mattrum share people any message on Social media uthavukirathu

e Communicate and share people any message with social media. Intra-sentential switch
between clauses.

The lack of annotated data for code-mixed situations motivated us to focus on sentiment analysis in Tamil [10]
[11]. However, due to the mixing of languages at different stages of linguistic analysis [12], a code-mixed
usage is not supported by an annotated corpus designed for monolingual data.

B. Sentiment Polarity of Tamil Reviews

Positive:

Tamil: 6T60LIGVIT(HLD & 60T60 & 60N h GHIBL LIG 8 M)(& &S MIJUuILD,

eroLOML GUITEDILDLIe TeULIED Llq U IT& 8 (1h LD & IT63T

English: Smartphones and social media are the reason everyone is walking with their heads down Negative
Tamil: @)60TL_[J&HL_ @60 6316V FUIETTMITE,

&160 (156G LIOUM6TIH SLIEUETTCV | LD & oLLILLILIQI (DI UITE)].

English: Without the internet, some people would not be able to do any other work.

Neutral

Tamil:SCI6TTLLIL|&68TeeTHTC M S Gl6R (hFa L L LIDSTH S (&S MG). HeworG::Ly

English: A crowd is waiting for new creations. Friend.

C. General frameworks for Corpus creations

A summary of the procedures used to create our dataset is shown in Figure 1. The YouTube Comment Scraper
programme was used to collect the comments. These remarks were used by us to create datasets for sentiment
analysis with manual annotations. With enough representation for each feeling, we aimed to gather comments
that feature code-mixing throughout the text. It was more challenging to glean the necessary and appropriate
text from the comment area due to the presence of comments written in languages other than the target
language.

N\ > BB .->\-¢,,->@
Scrape Unprocess, Preprocessed Annotated Dataset Sentiment
Youmube, data data Corpus Polarity
Comment

Figure 1. Dataset Preparation
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2. RESEARCH METHOD

The problem of sentiment analysis has been tackled in a number of ways, the most well-established being
lexicon-based methods and machine-learning techniques [14]. WordNet-Affect [15], SentiNet, and
SentiWordNet [16] were the most extensively used new lexicons since the field of sentiment analysis began
utilizing them in 1966. Despite their famed ease of use, standard machine learning and lexicon-based
algorithms fail to deliver when applied to user-generated data because of the data's inherent volatility. Here,
deep learning approaches excel because of their ability to effectively adapt to the ever-changing nature of user-
generated data. There are a few different transfer learning methods available, each with its own set of benefits
and drawbacks. Three such programs are GloVe [17], Word2Vec[18], and fastText [19].

Many people of Tamil descent in Singapore, India, Sri Lanka, and elsewhere in the diaspora speak Tamil,
a Dravidian language[20][21]. Tamil [24] and other Indian languages have large native-speaker populations,
making them a promising market for commercial NLP applications. Consequently, there have been several
studies on sentiment analysis in these languages [23][24].

Code-mixed YouTube comments in Tamil and English have been annotated [26]. The 15,744 comments
in the corpus were annotated using at least three distinct coding systems, and the corpus as a whole was
annotated by a total of 59 people. Common ML algorithms were used, such as the Support Vector Machine
(SVM), Decision Trees (DT), Multinomial Naive Bayes (MNB), Logistic

Regression (LR), k-Nearest Neighbor (kNN), and Random Forest (RF), with features such as Term-
Frequency-Inverse Document- Frequency (TF-IDF) of word n-grams from n = 1 to 5000. (1, 3).

Two Deep Learning (DL) models, the 1D Convolutional Long Short-Term Memory (1DConvLSTM) and
the LSTM have also been implemented; the former uses the Keras embedding, while the latter employs the
Dynamic Meta Embedding (DME). The authors have developed a transformer-based classifier for SA of Tamil-
English code-mixed text. The classifier makes use of multilingual Bidirectional Encoder Representations
(mBERT). [22] released Twitter and blog datasets for code-mixed Telugu-English content that is specific to
sentiment analysis. The authors utilized both classic ML models (SVM, MNB, DT, LR, KNN, and RF) and
deep learning models (Convolutional Neural Network, BiLSTM, and hybrids thereof; BILSTM+CRF, and
BiLSTM+LSTM) to predict feelings in code-mixed Telugu-English text. Character and word n-grams in the
range n=(1,3) are used to train ML models, along with hand-selected attributes such as the number of special
characters, capital letters, and numerals. The BILSTM+LSTM model performed at an accuracy of 0.98 on the
Blog dataset, while the BILSTM+CRF model performed at an accuracy of 0.99.

A 5,536-strong Kannadaguli community has created a collection of scrobbled videos from YouTube that
have a combination of Tulu and English. While creating the dataset, the author left comments in either Tulu or
a code that combined Tulu and English; he or she then extracted just the remarks written in Latin script.
Krippendorff aimed to establish standards for scholars to follow when annotating data. The Tulu-English
annotated dataset was used to train a wide variety of NLP (NB, LR, DT, k-NN, RF, SVM, and Principal
Component Analysis) and DL (BiLSTM and Contextualized Dynamic Meta Embeddings) models, as well as
a transformer-based classifier (BERT). TF-IDF scores and Keras embeddings are two features that can be
helpful for ML and DL models. When compared to its rivals, the BILSTM model performed admirably. The
Dravidian languages of Tamil, Kannada, Malayalam, and Telugu have been notably overlooked in the literature
on sentiment analysis. Tulu English code-mixed YouTube videos collected by a 5,536-com Kannadaguli. [2.
While building the dataset, the author exclusively extracted Latin-script comments, all of which were in Tulu
or an English-Tulu code. To guarantee uniformity in the annotation process, Krippendorff sought to establish
a consensus between the annotators. Multiple ML models (NB, LR, DT, k-NN, RF, SVM, and Principal
Component Analysis), Deep Learning models (BiLSTM and Contextualized Dynamic Meta Embeddings), and
a transformer-based classifier with BERT models were trained using the annotated Tulu-English dataset. ML
and DL models can take advantage of features such as TF-IDF scores and Keras embeddings, for instance. The
BiLSTM model outperformed the majority of the alternatives. Literature reviews reveal that the Dravidian
languages of Tamil, Kannada, Malayalam, and Telugu are rarely considered in sentiment analysis due to a lack
of resources.

3. METHODOLOGY

A. Creating and Annotating a Corpus

It was our intention to create a data set suitable for scientific investigation that would incorporate
both Tamil and English encoding. The YouTube comments were gathered using the YouTube Comment
Scraper Tool. We started by collecting 12100 Tamil sentences from the comments sections of YouTube
videos. If you typed "Online class during the covid era" into YouTube in 2021, you would get a slew of
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results with quotes from internet junkies. The majority of the comments we downloaded were written in
English. Consequently, we employed language detection in comments with the help of the langdect3 program
to eliminate non-code-mixed corpora. Due to the availability of monolingual materials in various languages,
we will not be publishing comments that are written in only one ofthem. The statements are written in a
specific script used solely in Tamil. Comments that contained emojis or were less than five words were
removed during preprocessing. This was done because annotators may have trouble with sentences that
contain more than 15 words.We now have 2000 sentences coded in a hybrid Tamil/English system culled
from user comments after we did some cleanup.

B. Role of Annotation and Annotators
a. Annotations

Some words are considered "neutral terms" since they do not convey any sort of value judgment preferring
to stick to describing objective phenomena. Words in both English and Tamil have been assigned values
based on their entries in their respective WorldNet dictionaries, and the resulting Tanglish has been mapped
accordingly.

[ Positive words-These words stand for the enthusiastic support, inspiration, admiration, and
adulation of any individual, thing, or circumstance. They also symbolize the positive expression of an
emotion, feeling, or viewpoint. Values ranging from "0" to "1" are assigned to these words that have an
upbeat effect.

Example-[H6060 MG, LILITIT, LHlen:eLD2_LIeneUMen: Q- Tem:Q (b H&SH I, very good, It was very
useful’ is given the highest positive score.

[ Negative words-Certain words have negative connotations that can be used to convey disapproval,
criticism, failure, melancholy, or a pessimistic mindset. Negative words are those that range from "-1" to "0,"
and are referred to as such.

Example-‘g;l'ré:@gyd)‘,attacks given the worst rating possible.

[ Neutral words-Neither a good nor a bad feeling may be found in these words. For the purpose of
analyzing any statement, certain terms are not taken into consideration. The value "0" is assigned to these
words.

Example-‘g;ﬂ')G)_llJng‘,’ Currently’ for their neutrality regarding sentiment has been given the value "0".

O Mixed feelings: There is evidence in the text—either explicit or implicit—that the speaker is feeling
both good and bad: Comparing two movies

b. Annotators
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When we were done with the Google form, we made sure that men and women each contributed an equal
amount of annotations.

We have collected these comments using the form shown in figure 2.

(a) Sample Google Form-1

Choose the Best

EerEen ==

Choose the Best Santiment
- L s e S usiTm e, Ssuanses Gaumy s Eeusmeuiin Gl oEau

Choose the Best Sentiment
= i L S S e G i S s eST viewers sekureengla

(b). Sample Google Form-2
Figure 2: Google Form

There were 15 willing participants. They were all native Tamil speakers, however, their genders, educational
backgrounds, and mediums of instruction varied. The annotators are listed in Table 1. The volunteers were
given a Google form to fill out, and 100 sentences to read and rate. Each volunteer has the option of
annotating as many or as few sentences from the corpus as they would like, and if they volunteer to annotate
more, they will receive another Google form with another batch of 100 sentences. Our annotators, both male,
and female are evenly split among the forms we send them. Annotator details are provided in Table 2.

Table 2: Criteria for Annotators

Gender Male 9
Female 6
Education Undergraduate 4
Graduate 4
Post Graduate 7
Medium of Schooling English 8
Tamil 7
Total 15
C. Inter-Annotator Agreement

This is quantified by calculating the inter-annotator agreement, which shows the degree to which raters
generally agree with one another. This is important because it guarantees that the annotation system is reliable
and that different raters will all assign the same sentiment label to the same comment. Both of the following
questions are related to the issue of annotator agreement. How do the different annotators' annotations
compare and contrast with one another? Is there a likelihood that the annotators' level of agreement or
disagreement might be explained by chance alone? The percentage of agreement is more straightforward to
calculate than the second question.
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We utilized Krippendorff's alpha(a), a popular but computationally costly method, to gauge annotators' level
of agreement. In contrast, Krippendorff's alpha (a) is more applicable given its flexibility in terms of sample
size, the number of raters, domains, and measurement scales (it may be used for the nominal, ordinal, interval,
and ratio scales) as well as its resistance to missing data. Since not

Table 3: Sharing of Information

Category Tamil-English

+Ve sentence 11657

-Ve sentence 2057

Different feelings 1982

Neutral state 920

Other Languages 467
17083

For instance, a conflict between the annotators' classifications of Positive and Negative feelings is more
significant than one between Mixed and Neutral feelings is able to manage these conflicts. a is outlined as:

The annotators' examined divergence (De) in sentiment labeling is compared to the projected divergence (D) when the
coding of sentiments may be related to chance rather than a characteristic of the sensation itself.

1 2
Deig Z Z ()ukrnulricka el
[ k

Equation 1.2

= 1 2
DP*H(DH])%? nc'nkn"lctric6 ck

Equation 1.3

Using nominal and interval metrics, we determined the level of agreement between annotators. The range of the symbol
is from 0 to 1, orfrom 1 to 0. If is 1, then all annotators agree 100%, and if it's zero, then there's no consensus at all and
the outcomes are completely at random. To provide a starting point, we applied a number of deep learning methods to
identify the sentiments of Tamil-English code- mixed YouTube posts.

4, EXPERIMENTAL SETTINGS
Based on the corpus created 3 models were validated with the corpus generated.
A. BERT-Multilingual:

[28] The transform-based bidirectional encoder representation for encoding languages was presented. Its
primary purpose is to pretrain on unlabeled text, and it can be trained and refined by adding a final layer.
BERT is used for any classification problem that involves text [29]. We investigate methods for classifying
code-mixed data according to appropriate sentiments. Figure 3 depicts the overall pre-training and tuning
processes of the BERT

& u Semenca S Deestin Pasagrapn

Urniabeled Sentence A ard B Par 5 Crsestom Answer Pa

Pre-training Fime-Tunimng

Figure.3. BERT's Pre-Training and Fine-Tuning Procedures
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The BERT model is trained to utilize the Masked language model (MLM) and the subsequent sentence
prediction task (NSP). To produce predictions for masked tokens, the MLM uses a deep bidirectional model
trained on a random sample of input tokens.

Category, +ve -ve Different Neutral
sentence sentence feeling position
Support 2980 674 560 680
Precision 0.71 041 041 044
Recall BERT 0.85 0.39 0.13 0.37
F-Score 0.78 04 0.2 041

Table 4 . Comparision of performance metric for BERT

A. RoBERTa

Robert [30] is an alternative to BERT that can predict the next sentence without using a training target. Fine-
tuning Roberta is depicted in a single statement (Figure 4). Rather, with the Masked Language Modelling
objective in mind, training of the language model makes useof larger mini-batches and learning rates.
Roberta’s well-considered architecture allows it to outperform the standard BERT baseline on downstream
NLP tasks. When conducting experiments, we made use of Roberta’s features.

Tlass
Label

= =

Ce L~ JC _~ = ]
RoBERTa

[Sem [ = ][ == 1] [ = ]

—Ls=sj Tok 1 r T ok =2 \l
l
I

Single Sentence
Figure.4. Fine-tuning Roberta in single sentence

Table 5.Comparison of performance metric for Roberta

Category +ve -ve Differen Neutra
sentenc sentenc tfeeling |
e e positio
n
Support 2980 674 560 680
Precision 0.7 0.39 0.34 0.46
Recall Roberta 0.82 042 0.12 0.36
F-Score 0.75 04 0.18 04

A. XLM-Roberta

It was shown that XLM-Roberta, an unsupervised cross-lingual representation strategy, outperformed multi-
lingual BERT on a variety ofcross-lingual benchmarks, hence it was offered as a viable alternative [31]. The XLM-
R model was developed for evaluating and inferring on a wide range of downstream tasks after being trained on
data from Wikipedia articles written in 100 different languages. The XLM- Roberta model is depicted in Figure.5
and is utilized as an Entity alignment model.
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Label - - - - - 1 18] 0 18] -
[« 1 [ =] [ ] [wa ] [ ] [ ] [o=] [e= ] [ ] [=e]
( == -j [/Q'hkl\] (Q‘th\] ( =S -j == j Tok 1 j Tok 2 -j Tak 3 ﬁ Taok 4 ﬁ[/ =S -j

'—Colo" 'gn_e' e KGin' _liegt’ feein® '_Deut?chlarld'
Col::-;ne K&lin Iieét in Deutscﬁiands
Figure.5.XLM-Roberta-Entity alignment model.
Category +ve -ve Differen Neutra
sentenc sentenc tfeeling |
e e positio
n
Support 2980 674 560 680
Precision 0.73 0.49 0.41 0.62
Recall XLM- 0.86 0.54 0.19 0.46
F-Score | Roberta 0.79 0.51 034 0.53

Table 6.Comparison of performance metric for XLM-Roberta

5. RESULTS AND DISCUSSION

The data set is not normally distributed. Table 4 shows that out of a total of 17,803 sentences, 67% fall into
the Positive category. When compared to the Neutral and Mixed groups, the Positive group performed higher
on tests of precision, memory, and the F-measure. These two classes present unique challenges for human
annotators, and as noted in Section 3, they are rather uncommon in the dataset. But the Negative and Other
Language groups did really well. We think this is because the data has a much higher proportion of negative
comments and more overt hints for negative and non-Tamil words. To illustrate how deep learning works,
Figure 5 displays an analysis of classifiers that use the BERT model.

BERT
1
0.8
0.6
0.4 /
02 F-Score
o Recall
Support 2980 674 Precision
Classifie 560
lassifier positive 680
negative
mixed
feel neutral
eeling

state

W Precision ® Recall F-Score

Figure 5: Analysis of classifiers based on the BERT model
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Figure. 6 clearly shows the Analysis of classifiers based on the Roberta model —a Deep learning technique

techniques.

XLM-RoBERTa

0.9

r—
08 -__'__._——'—_—_._— —r
0.7
0.6
-
0.5 PRS-
0.4 o S
03 e ——
0.2 g
0.1
a
XLM-RoBERT
Predsion Recall F-Scare
mmge DO SILTVE 208 =g negative 674 =—=—mixed feeling 560 neutral state 680
Figure 7. Analysis of classifiers based on the XLM-Roberta model
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ES - e o
L 04 o \'n-‘ - o |
Yoz e e — == ’__,._-"’_ - Y
0.2 o 1 e =
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o |
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Classifier positive negative mixed fesling neutral state
 Precision —— Recall - F-S.core

| C - |

6. CONCLUSION

In this article, We introduce the Tamil-English corpus, a bilingual dataset of annotated YouTube
comments suitable for sentiment analysis. Researchers will be able to undertake code-mixed sentiment
analysis research and receive useful data thanks to this annotation project. In addition to making the corpus
available to researchers, we also give a measure of inter-annotator agreement, calculated using
Krippendorff’s alpha and a set of baseline values.
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1. INTRODUCTION

Digital libraries are Internet sites consecrated to the creation and preservation of e-book collections
and holdings of other kinds of materials, without the need for end users to purchase the materials they want to
consult and read. Creating and preserving these collections involves the participation of a large number of
intermediate institutions, which is part of what makes digital libraries so interesting. Among the participants
are those institutions that secure from the publishers the rights to transform or distribute their materials in
digital formats, and libraries that purchase the rights for the members of their institutions to access these
materials while respecting certain conditions. In some case, libraries do not acquire copyright but merely are
licensed by publishers and distributors to consult these materials. Digital libraries are mainly stocked with
sources of information that are available on the Internet in open access format, and they are remarkable for the
ease of access to collections, the networking possibilities they offer, and the universal availability of their
collections. These libraries are places where new digital objects are added to conventional documents already
housed there.

Among the most noteworthy of these digital libraries are the Project Gutenberg, the World Digital
Library and the Europeana Library. The World Digital Library was created by the U.S. Library of Congress
and inaugurated on 21 April 2009; the Europeana digital library, inaugurated on 20 November 2008, is an open
access library that serves Europe. There are digital library projects sponsored by national libraries, among
which the Miguel de Cervantes Digital Library [Biblioteca Virtual Miguel de Cervantes] of the Biblioteca
Nacional de Espafia, the Gallica digital library of the Bibliothéque Nationale de France and other such projects
stand out. The contents of these libraries are fundamentally works in the public domain. Though national
legislation may vary, a work is typically considered to be in the public domain 70 years after the death of the
author. As a result of this lack of international consensus, there are countries where works can be in the public
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domain only 50 years after the author's death, which explains how in one country an author's works may be
freely available while in another they are not.

2. RELATED LITERATURES

In the 1980s, libraries card catalogs were being replaced by Online Public Access Catalogs (OPACs).
These were usually closed systems that could contain little more than bibliographic data. Most OPACs were
are done in Machine Readable Cataloging (MARC) format. It generally represents an individually published
item or "information product," and describes the physical characteristics of the item itself (Brenner et al, 2006).
In the 1990s and beyond, digital libraries changed the way we have thought about how we retrieve information.
What exactly is a digital library? According to Donald Waters, digital libraries are "organizations that provide
the resources, including the specialized staff, to select, structure, offer intellectual access to, interpret,
distribute, preserve the integrity of, and ensure the persistence over time of collections of digital works so that
they are readily and economically available for use by a defined community or set of communities" (Waters,
1998). This definition allows for a great degree of interpretation. The concept of digital library has multiple
senses that one might invoke in various contexts. For example, the concept may refer simply to the notion of
collection without reference to organization, intellectual accessibility or service attributes. This extended sense
seems to be in play, for example, when we hear the World Wide Web described as a digital library. The concept
might also refer to the organization underlying the collection, or even more specifically to the computer-based
system in which the collecton resides (DLF, 1995). Digital libraries represent the meeting point of a large
number of disciplines and fields, i.e., data management, information retrieval, library sciences, document
management, information systems, the Web, image processing, artificial intelligence, human-computer
interaction, and others (Ioannidis, 2005). The Alex Catalogue of Electronic Texts in one example of a digital
library.

3. TYPES OF DIGITAL LIBRARY AND EXAMPLES
Stand-alone Digital Library (SDL)

This is the regular classical library implemented in a fully computerized fashion. SDL is simply a library in
which the holdings are digital (i.e., electronic scanned or digitized). The SDL is self-contained the material is
localized and centralized. In fact, it is a computerized instance of the classical library with the benefits of
computerization. Examples of SDLs are the Library of Congress (LC) and its National Digital Library (NDL)
(http://www.loc.gov), and the Israeli K12 Portal Snunit (http://www.snunit.k12.il) .

Federated Digital Library (FDL)

This is a federation of several independent SDLs in the network, organized around a common theme, and
coupled together on the network. A FDL composes several autonomous SDLs that form a networked library
with a transparent user interface. The different SDLs are hetero and are connected via communication
networks. The major challenge in the construction and maintenance of a FDL is interoperability (since the
different repositories use different metadata formats and standards). Examples of FDLs are the Networked
Computer Science Technical Reference Library (NCSTRL) (http://www.ncstrl.org) and Networked Digital
Library of Theses and Dissertations (NDLTD) (http://www.ndltd.org).

Harvested Digital Library (HDL)

This is a virtual library providing summarized access to related material scattered over the network. A HDL
holds only metadata with pointers to the holdings that are one click away in Cyberspace. The material held in
the libraries is harvested (converted into summaries) according to the definition of an Information Specialist
(IS). However, a HDL has regular DL characteristics, it is finely grained and subject focused. It has rich library
services, and has high quality control preserved by the IS, who is also responsible for annotating the objects in
the library. The HDL harvesting model is further detailed in section 3. Examples of HDLs are the Internet
Public Library (IPL) (http://www.ipl.org/) and the Virtual Library (http://www.vlib.org/).

EXAMPLES OF SOME DIGITAL LIBRARIES AND HOW TO ACCESS THEM.
LOC — Library of Congress American Memory (http://memory.loc.gov/ammem/)
NSDL — National Science DL (http://nsdl.org)

IPL — Internet Public Library (http://www.ipl.org)
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CDL - California DL (http://www.cdlib.org)

ADL Alexandria DL (http://www.alexandria.ucsb.edu)

BL — British Library (http://www.bl.uk/)

NZDL New Zealand DL (http://www.nzdl.org/)

Einstein Archives Online (http://www.alberteinstein.info/)

IEEE Digital library (www.ieeedl.com)

ACM Digital library (www.acmdl.org)

Networked Digital Library of Theses and Dissertations (NDLTD)-(http://www.ndltd.org).
ArticleCentral.com! (http://www.articlecentral.com/ )

Networked Computer Science Technical Reference Library (NCSTRL) — (http://www.ncstrl.org)
Israeli K12 Portal Snunit (http://www.snunit.k12.il).

4. SOFTWARES INVOLVED

There are different softwares used in digital library such as:

Alfresco (software):

Alfresco is a free/libre enterprise content management system for Microsoft Windows and Unix-like operating
systems. It is used for Enterprise content management for documents, web, records, images, and collaborative
content development.

Cambridge imaging system:

It was founded in 1996, is a software company based near Cambridge, UK that specializes in enterprise video
platforms. It has one subsidiary company, Screenocean, based in London, UK, an online digital library
containing program material and related metadata from the Channel 4 archive.

Digital Commons:

Digital Commons is a hosted open access institutional repository and publishing solution, combining traditional
institutional repository functionality with tools for peer-reviewed journal publishing, conference management,
and multimedia.

DSpace:

DSpace is an open source repository software package typically used for creating open access repositories for
scholarly and/or published digital content. While DSpace shares some feature overlap with content
management systems and document management systems, the DSpace repository software serves a specific
need as a digital archives system, focused on the long-term storage, access and preservation of digital content.

EXo-Platform:

EXo Platform is an open source, standard-based, Enterprise Social Platform written in Java and distributed
under the GNU Lesser General Public License. The platform is sold and distributed by eXo Inc., a global
company with U.S. headquarters in San Francisco, California, global headquarters in France, and offices in
Tunisia and Vietnam.

Fedora Commons:

Fedora (or Flexible Extensible Digital Object Repository Architecture) is a digital asset management (DAM)
architecture upon which institutional repositories, digital archives, and digital library systems might be built.
Fedora is the underlying architecture for a digital repository, and is not a complete management, indexing,
discovery, and delivery application. It is a modular architecture built on the principle that interoperability and
extensibility are best achieved by the integration of data, interfaces, and mechanisms (i.e., executable
programs) as clearly defined modules.

Greenstone (Software):

Greenstone is a suite of software tools for building and distributing digital library collections on the Internet or
CD-ROM. It is open-source, multilingual software, issued under the terms of the GNU General Public License.
Greenstone is produced by the New Zealand Digital Library Project at the University of Waikato, and has been
developed and distributed in cooperation with UNESCO and the Human Info NGO in Belgium.

Intra-text:
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IntraText is a digital library that offers an interface while meeting formal requirements. Texts are displayed in
a hypertextual way, based on a Tablet PC interface. By linking words in the text, it provides Concordances,
word lists, statistics and links to cited works. Most content is available under a Creative Commons license it
also offers publishing services that enable similar advantages. The IntraText interface applies a cognitive
ergonomics model based on lexical hypertext andon the Tablet PC or touch screen interface. It uses a set of
tools and methods based on HLT (Human Language Technologies). IntraText is a reading, reference and search
tool. It can be used to read a work, to browse a text as hypertext, to search for words and phrases just through
a simple click of your pen or mouse.

Invenio:

Invenio is an open source software package that provides the tools for management of digital assets in an
institutional repository. The software is typically used for open access repositories for scholarly and/or
published digital content and as a digital library. Invenio is developed by the CERN Document Server Software
Consortium, and is freely available for download. Free and paid support models are available. The service
provider TIND Technologies was established in 2013 to accommodate the growing demand for support of
Invenio.

Islandora:

Islandora is an open source digital repository system based on Fedora Commons, Drupal and a host of
additional applications. It is open source software (released under the GNU General Public License) and was
developed at the University of Prince Edward Island by the Robertson Library. Islandora may be used to create
large, searchable collections of digital assets of any type and is domain-agnostic in terms of the type of content
it can steward. It has a highly modular architecture with a number of key features

Knowledge Tree:

Knowledge Tree, Inc. provides online software that helps sales and marketing teams discover, manage, and
refine the collateral they use in sales engagements. The technology is tuned for sales, sales operations, and
marketing teams. Based in Raleigh, North Carolina, the company also has an office in Cape Town, South
Africa.

The company's product, also called Knowledge Tree, makes use of the Amazon EC2 cloud computing platform
and Salesforce.com's Force.com platform. Knowledge Trees features including content discovery, reporting,
and editing are designed to support B2B sales situations that depend on collateral and documents. The service
is available on a subscription basis.

Pleade:
Pleade is an open source search engine and browser for archival finding aids encoded in EAD (an XML
standard for encoding archival finding aids). Based on the SDX platform, it is a very flexible web application.

SABDA:

SABDA or SABDA Bible Software is an Indonesian integrated Bible study platform that's based on the Online
Bible engine, [1] with multilingual Bibles available in the program (including Indonesian, Malay, English,
Greek and Hebrew, and many local languages of Indonesia). The word sabda is the Indonesian word for Logos
(via Sanskrit: shabda), and also abbreviation of "Software Alkitab, Biblika Dan Alat-alat" (Bible Software,
Biblical Resources, And Tools). It is produced and managed by Yayasan Lembaga SABDA (SABDA
Foundation) which translated and made available freely more than 100 Biblical modules in Indonesian since
1994, besides the default OLB modules.

5. HARDWARE INVOLVED

The hardwares involved are as follows:

Computer, mobile phone or any device that can access the network.

Storage device or Database where data and information are kept and stored
Scanner that will be used to convert traditional object into Digitized objects.
Printer will be used to print out digitized object.

Internet Modem which will be used to access the network.

Traditional Materials Such as books, magazines e.tc.

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 165 -169



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. 165 -169 ISSN: 2313-4887 169

6. IMPORTANCE OF DIGITAL LIBRARY

Scholarly communication, education, research such as E-journals, e-books, and data sets, e-learning. Access to
cultural collections such as Cultural heritage, historical & special collections, museums, biodiversity. E-
governance such as Improved access to government policies, plans, procedures, rules and regulations, and
Archiving and preservation.

7. ADVANTAGES OF DIGITAL LIBRARY

No physical boundary. The user of a digital library needs not to go to the library physically; people from all
over the world can gain access to the same information, as long as an Internet connection is available. Round
the clock availability a major advantage of digital libraries is that people can gain access 24/7 to the
information.

Multiple access:

The same resources can be used simultaneously by a number of institutions and patrons. This may not be the
case for copyrighted material: a library may have a license for "lending out" only one copy at a time; this is
achieved with a system of digital rights management where a resource can become inaccessible after expiration
of the lending period or after the lender chooses to make it inaccessible (equivalent to returning the resource).
Information retrieval:

The user is able to use any search term (word, phrase, title, name, and subject) to search the entire collection.
Digital libraries can provide very user-friendly interfaces, giving click able access to its resources.
Preservation and conservation:

Digitization is not a long-term preservation solution for physical collections, but does succeed in providing
access copies for materials that would otherwise fall to degradation from repeated use.

Space:

Whereas traditional libraries are limited by storage space, digital libraries have the potential to store much more
information, simply because digital information requires very little physical space to contain them and media
storage technologies are more affordable than ever before.

Added value:

Certain characteristics of objects, primarily the quality of images, may be improved. Digitization can enhance
legibility and remove visible flaws such as stains and discoloration.[14]

8. CONCLUSION

These digital libraries do completely different things, have completely different interfaces, and use different
technology to display information for their users. The Alex Catalog of Electronic Texts has a very simple, clean
layout. It also has a simple search function. There is no advanced search available with this digital library.
American Memory by the Library of Congress is a little more advanced than the Alex Catalog of Electronic
Texts. American Memory has a little more complicated set up because it offers a wider variety in its collections.
The Alexandria Digital Library has a much more sophisticated search function. While using their National
Geospatial Digital Archive, one can search anywhere throughout the United States and recover satellite images,
multiple varieties of air photos, and maps.

There will be continued expansion of digital library activities. Digital libraries will build upon work being done
in the information and data management area. Digital libraries provide an effective means to distribute learning
resources to students and other users. Planning a digital library requires thoughtful analysis of the organization
and its users, and an acknowledgment of the cost and the need for infrastructure and ongoing maintenance
(Adams, Jansen, and Smith 1999).
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ABSTRACT (10 PT)

We contend creation of new AI/ML applications in Tamil is still hard despite
relative abundance of Tamil datasets [1]; this is due to scarcity of Tamil tools.
However the accessibility of fully-trained models and capability of providing
pre-trained models, like huggingface [2], are much harder and still require
domain expertise in hardware and software.

While individuals have have published [3-4] some small Jupyter notebooks,

Keywords: and articles, but they still remain inadequate to scale the breadth of Tamil
A NLP computing needs in Al world among:

B Tamil (1) NLP — Text Classification, Recommendation, (2) Spell Checking, (3)
C Text Classificaiton Correction tasks, TTS — speech synthesis tasks, and ASR — speech recognition

D Recommendation
E Spell Checking

While sufficient data exist for 1, the private corpora for speech tasks

(g/@ggm?g) LIL_ [ UL16V), the public corpora of a 300hr voice dataset
recently published from Mozilla Common Voice (University of Toronto,
Scarborough, Canada leading Tamil effort [Sa]) have enabled data completion

to a large degree for tasks 2 and 3. Private repositories exist for voice data
under Penn LDC.

Ultimately the missing tooling can provide capability to quickly compose Al
services based on open-source tools and existing compute environment to host
services and devices in Tamil space. We propose for community to build a
pytorch-lightning [5b] like API for Tamil tasks across NLP, TTS, ASR via Al
so that newer AI/ML applications are easily built. Role of central institutions
and governments is also explored.
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1. INTRODUCTION

The main tex Recently, DALL-E images (Generative Al) by Open-Al, and Stable Diffusion models by Emad
Mostaque of Stability Al provides promise generative capabilities to average users unleashing creativity (Fig.
1). These tools and technologies provide pathways to adapt some fast Al applications for good (provide TTS
in voice of disabled person who has lost voice) and nuisance, or mischief (fake-news) etc. Generative Als have
their unresolved problems we list under biases portion of this paper.

Al technologies allows several applications for Tamil community but we have report that adapting them safely
and creatively with positive outcomes require more work from side of tooling, data curation among other
metrics.
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Fig. 1: Prompt to DALL-E from OpenAl [6] describing (a) street temple-car festival (Thiruvizha) in Madurai
at night; (b) Tamil family celebrating festival of lights Deepavali in Madurai; same for bottom row as well.
The prompt asked Al to generate in pastel style.

2 MODELS

Traditionally, Machine Learning Models were built for specifics - Specific Task, Specific Language - like Text
Classification for English, Text Classification for Tamil and so on. Recently, Since the rise of Transformer-
based models like BERT, The lines of these specifics have gotten blurred. Thanks to Large Language Models
that are trained on huge datasets and Millions and Billions of Parameters, The same model that’s used for
English Translation can also be used for Tamil Translation.

2.1 Zero-Shot Usage

Zero-shot learning is a machine learning technique that allows a model to recognize an object or a concept that
it has never seen before. While many, if not most, machine learning models require a large amount of training
data, zero-shot learning can recognize an object or concept without any new training data. Large Language
Models are trained on a large amount of text data. These models can be used to answer questions about text,
such as "what is the most likely next word in a sentence?" Hence these models work fairly good out-of-box
making them ideal candidates for a good Zero-shot usage.
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An example of a Zero-shot usage is to use a Large Language Model like GPT-3 for Sentiment Classification
for Tamil Language. Thus eliminating the need for new training data.

2.2 Model Fine-Tuning

Model Fine-tuning is a technique that allows a model to be trained on a new dataset. Large Language Models
or Foundational Models can be fine-tuned to get improved performance on a new dataset. This became quite
popular since the beginning of Transfer Learning. Transfer Learning is the process of applying knowledge
gained in one context to a different context. For example, if you have learned how to use Microsoft Word, you
can apply that knowledge to using OpenOffice. In the same way, Foundational Models or Large Language
Models trained for Text Generation tasks can be used for other applications like Sentiment Analysis, Entity
Extraction, Grammar Correction and so on.

While Zero-shot Learning can work fairly well in a general context and is good for the English language, It
can improve the performance of these models very well if they get trained on a relatively smaller dataset. Fine-
tuning a Large Language Model to let the fine-tuned model perform NLP for the dataset that is similar to the
fine-tuned dataset can be a very effective way to use Foundational LLMs for Tamil NLP tasks.

This does not mean that these models cannot be used in Zero-shot capability but means they do a lot better if
they are fine-tuned on relevant dataset which in our case is new Tamil Dataset.

2.3 Model Serving

One of the least addressed problems in ML and Al is how to serve the Model to developers and end-users. It
is important that we serve both Developers, who would build on top of our toolkit and end-users who would
directly use our toolkit to leverage AI/ML for their Tamil NLP requirements. Hence we propose two distinct
ways to serve these models as a central toolkit for Tamil AI/ML

1. A Python Library for Developers
2. A Gradio App

The Python Library that can be hosted for free on PyPi can serve the Tamil developers who want to use our
Toolkit to build applications and services leveraging Tamil AI/ML while the Gradio App that can be run locally
on any computer (preferably GPU) or hosted for free on Hugging Face Spaces can serve the end-users like
Tamil Content Creators who want to include our Toolkit as part of their workflow.

2.4 Model Selection

While there is a growing number of Large Language Models every single day, It’s very important for us to
pick the right model that can work well for Tamil Language. One of the easiest ways to select the right model
for Tamil is by looking at the training dataset information.

Most open source Large Language Models indicate their training dataset composition. From that information,
We can understand which of those existing Large Language Models have got the most Tamil Data during the
Model Training. This is primarily applicable for a Zero-shot Learning since Fine-tuned models mostly would
have been fine-tuned on Tamil Dataset.

For example, Big Science’s BLOOM model was 46 Natural Languages and 13 Programming Languages. Tamil
is one of those Natural Languages of the Indic category which is ~4% of all the languages. Even though Tamil
is a very small part of the entire language set, The Zero-shot tasks like Text Generation that we experiment for
Tamil works fairly fine.

Tamil Internet Conference 2022, Vol. 21, Dec 2022, 170 - 178



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. . 170 - 178 ISSN: 2313-4887 173
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Fig. 2: Corpus map used to train a specific model [7]

BLOOMZ and mTO0, a family of models capable of following human instructions in dozens of languages zero-
shot. BLOOMZ and mTO are finetuned from BLOOM and mT5 pretrained multilingual language models on
crosslingual task mixture (xP3) and the resulting models are capable of crosslingual generalization to unseen
tasks & languages. In the case of BLOOMZ & mT0, Tamil is just 0.5% of the fine-tuned data, Yet the model
is capable of performing tasks like Sentiment analysis, Text generation, Keywords creation and so on.

3 Al APPLICATIONS FOR TAMIL

RoBERTa and BERT models are customized for Tamil by finetuning the final layers for classification of idioms
in work [17]. We report in this section how various NLP, TTS applications can be solved using AI/ML models.
3.1 Spelling Correction with LLM

We may use masked words as ‘<mask>’ when input sentence to check for spelling correction on certain words
in sentence that are out-of-dictionary or not correctable by known rules [8];

4 Fill-Mask

Mask token: <mask>
U/A snerifls L e Geusflwmen 'sues GBL' UL 5D ndlaissflLb Hevew <mask>
&L ggeneng)

Compute

Computation time on cpu: cached

. 0.488
uyGaupu
0.227
BT
- 0.079
ungnC @

Fig. 3.1: Spelling checker functionality of LLM using masking; missing word is recommended augGaipy.
3.2 Sentiment Recognition with LLM

Sentiment Recognition in NLP is the task of identifying the correct sense of a word in a given context. This is

one of the most used tasks in NLP given how much text data is available in the world. It's also largely sought
after given the business applications of Sentiment Analysis Models.
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&MWL Glamasailsdensy. Would you rate the previous review as positive,
neutral or negative? negative{

Compute *+Enter

/> JSON Output +J Maximize

Dataset used to train bigscience/bloomz

Fig. 3.2: sentiment recognition of text by using LLMs.

With the help of LLMs, We can use the existing Foundational models for Sentiment Analysis in Tamil
Language without the need for a new training dataset. For example, We used BLOOMZ LLM for performing
Sentiment Analysis of a Tamil Review in a Zero-shot Context.

3.3 Named-Entity Recognition with LLM

Named-Entity Recognition is the task of identifying the names of people, places, organizations, and other
entities of interest in text. This is a key component of many natural language processing applications. Using
Large Language Models for Named-Entity Recognitions can be a very good application.

Below is an example of using BLOOMZ model for Named-Entity Recognition.

Extract all the names of people, places, and organizations from the following
sentences.

Sentence: emea SMATSGID, G L& TULIG BL 5 GeuettrBL sTETLSD S
T05HESTLLNS SWa SiN& BLSF SMLBW C1FWOSET. b L& TG
BL 5SS LG YT WSO TULIG BL 6 ClSMeTnS&n NG TOTUSDS
T055&6STLH SN SLHS ST L&

Entities: Slwa, o4&

Fig. 3.3: Name-entity recognition using LLMs.

3.4 Audio and Voice Applications - ASR, TTS

ASR and TTS models based on sequence-to-sequence transformation pioneered by researchers at Meta
(Facebook) have been adopted by authors to present a good demonstrations of TTS applications in Tamil, and
other major Indian languages [15]. We note however number to words conversion remains a sore point in this
implementation as
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compared to work [20].

B &

Vakyansh-Tamil-TTS '  like * Running

App Files and versions Community

Enter Input Text

Vakyansh Tamil TTS

output 6.95

Bigun aeng B, Hrer DbFuses DeLudd AU GanidGper. » 0:04/0:04 L DA

Gender
Female

Noise Scale

O Male

Fig 3.4: Demo Space for work

Clearly we can see the improved quality of AI/ML based TTS over unit-selection synthesis based

approaches.

OpenAl’s Whisper [16], as reported in [18], is demonstrated to translate high-quality lyrical Tamil audio with
transcription and errors highlighted in the following figure.

yefl =2 _afl

UmS = LI

@ aralifluned B wig.&&) SDLTLTL 6T 6165 Sme.
B 55 CaL L5180 OB L5 BlaGb Ll #5510
GsLLgI0b &6 L5 BlEGD LUms 55 CaLLgIC0
afled L&) Hl&GD CFmpsSler QUmmL sap Q&Fms L, &SI
Blé @b

Fig 3.5: Experimental results of Malaikannan [18] using OpenAl Whisper for Tamil ASR based on the popular
song “Gunaref @" from the movie “Qunaresiuier Qesveuar." This is showing low word-error rate 6.4%.

4 TAMIL TOOLING GAPS

Our proposal is the following to address the gaps, and we also understand many of the steps are further
problems on their own:

1.
2.

© N U A

Develop a open-source toolbox for pre-training and task training specialization
Identify good components to base effort
Contribute engineering effort, testing, and validation
1. R&D - DataScience, Infra, Al framework
2. Engineering Validation — DataScience, Tamil language expertise
3. Engineering — packaging, documentation, distribution
4. Project management
Library to be liberally licensed MIT/BSD
Open-Source license for developed models
Find hardware resources for AI model pre-training etc.
Managed by a steering committee / nominated BDFL

Scope — decade time frame
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9. Financial support for such a wide effort

4.1 Datasets related Tooling

Currently hosted datasets [ 1] not consumable in uniform interface for Torch or with TensorFlow in a uniform
format; we have only raw data today.

4.2 Model Related Tooling

- model attribute, training time, standardized accuracy metrics, training dataset, notions of biases etc.
are absent

4.3 Compute related challenges

Free compute is limiting on what can be done; Google Cloud CoLaboratory is limited in credits that are freely
available; training CNN or LSTM takes lot of time on laptop scale hardware.

There is a chronic need for special purpose Al Accelerators (GPU, RDUs, etc.) for large scale models pre-
training; there needs to be efforts in private-public collaboration to subsidize cost and sponsorship these
activities.

4.4 Problems and Biases

Just a decade ago the auto-complete in Google search query with the words “Tamil “ will always end with
“Tigers,” limiting what an uninformed lay-person could learn about Tamil people, language or culture; which
such a subjective bias has been removed it remains largely un-tested in various areas. This would be considered
as harmful bias against Tamils by virtue of language marker in the discourse of [10].

Large language models (LLMs) are known to have problems with representing minorities along various
margins, problems with performing math (calculators), potential to be environmentally harmful, repeat harmful
stereotypes on minorities by age, nationality, race or other marking criteria [10], etc.

Language models exhibit a variety of expertise to work as auto-pilots in coding tasks [11], as email marketing
assistants [12] etc. however as autonomous agents still much remains to be achieved [13] - current generation
of Al models and agents are in rung-1 of 3-step ladder of causation [14] and act based on observation but not
in a causal framework of learning which would be the creation of near-human level intelligence.

Specifically for Tamil language, as a largely under-resourced language, we find the nature of Al-systems to
largely dependent on public data sets (uncurated) and few private data sets, and goodwill of giant corporations
like Goolge or Meta (Facebook) to develop models for tasks. In such cases the pre-trained models are not
qualified for biases. Additionally where data is not available or incorrect data is available the systems will not
be able to reason correctly causing problematic consequences for applications of such Al models for Tamil
community. Overall sufficient availability of compute, data, correctness and bias measures for Tamil tasks are
needed to quantify bias in AI models.

Advent of generative Al models like DALL-E, Stable Diffusion etc. have created a chaotic situation of
attribution, fair-use and copyright.

As a Tamil community we would want our real-world language, cultural, audio-visual, written and oral cultural
milieu to be within the “in-distribution” of training set of the language/visual/multi-modal models for AI. When
such a ecosystem of data driven Al modeling, and harm reducing systems exist perhaps someday we can hope
to eliminate biases about individuals, groups, or minorities (by various labels) for creation of a oracular Al
agents which can be native to Tamil.
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5. SUMMARY AND CONCLUSIONS

AI/ML systems rely of good data; we note dominance of Tamil data reflects in metrics like OpenAI’s Whisper
(ASR model) performing on Tamil audio to have lowest word-error rate (at 20.6%) among Indian languages
(even compared to Hindi at 26.9%) perhaps evidence of data prevalence and seeds of digitization and open-
content in parallel corpora (audio + transcribed text) available in Tamil [16].

We have presented various aspects of AI/ML systems which can benefit the Tamil community in general and
gaps in tooling which can accelerate the delivery of Al based applications in hands of general developer and
community members, democratizing Al
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CILITHIUTE (15 [BT6VID 2 6761 GIFMDBEMEN 6TeVSVITLD Sl g L]
UL 1 uIeOL (B ISTBNTE0 J6D6VG GCIFMDEL 19 (index) 6Tsarm) GlLiLifl6D
GML S USSEIGID eyl Uu®w. Q&6 pevLDd
[BT6VIVI6TTET  B6MEVECIFTDGEN6T 6761160 SIENL_ULITENLD
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B 2187H6L 6T6D6VITLD  LD6OABI&ECeT  CIFUIL  CosooTig LN HS60T. Y 60TIT6D
C HMELEQFTMHEHEMEN SOCUTENGII  &eooflsof]l  ClomPluiliie) 6uenjESiile) @laumenms
D GFMD&L 19 index) &600MsofICILI GIFUNLI (Lplg UfLD. 6TLLIG & GIFUILIEVTLD 9&60T Lil6oTGeoT
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1. INTRODUCTION

@b eIpssTariian GFTRWTPNmWE sellds yaui LWESTLGSSHLD CFTPselar eesuelléamaud, SeT
WOESUPLD PSEW STIeILTGLD. YSTaug 61T LFW OCFIHSmerd enSWIesTL M eIaim/ld LjSw
Qempsaiear rCursd BSOS LSSBIFND elaleuaTe) WINIFDS GTRIMILD FEMSSTV 9 6ufler
QFmedevTDDEmev L@ Ly uyLb. 9IBS QUM U O FessllS 515 ST FGTQG
(http://apps.neechalkaran.com/sulaku) erein s@al apsarGor 2 arers).

AP gCsamid @@ LUmL LievLd Shal 9j19dClFne erarn Csia Qsuigmew, 9LiLeL i o2 arar QFTHSmar
2 puefilwed uGLUTUe) CFLig IiyFFTPsmear UL gwelHL. @SaTepaid HHLD LWGETLIOSSL LIL L
Qenpaemer yPlwwpiyujd. Cogih e1(psdl, FJ TaTn FaBSVTEALD LIV SHAUCHFNTS F(HLD. HeTT ()5
PP LOWITET QFTOWEL_Me 2 (FauTESTL6 OFTHLL 1y wenew L HCL TBOSHS SHLD. 6ThSF C\FTe 6THSHLI

LISSLD TGS M| &% 6wlS S (LpLY W)

@sp@wipprs  VaaniNLP  Qur@uiler giementy e QFTOE®LMe 2 (hauTdHd  (LPLYUJLD.  GTEIGUTD
2 (heuTESILD eTasin LGS e Gomfuflevear ewwionss Gsreaw® 08y alafssLiu@Sng. @@ docx
owwg odt Csrliysmer ygpsTear Bloed Gsreaw® Lggs S8 o arer afluied 2 gells@GL LG LSS
2 GTTL_ 85555 CSTBSE, IASTHIN®ET 2 (BAUTSGHMIL. @QBS 2 FTIGTSFD (3)eneTLSS TSP 66T
T &&aTarmLd. alpLoLiur o gedlgenar array rmledwns c1Hs$51% Csrarar Galer(BLb.
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Q. &FUT 6-10 G

GollS

QeTaTLINS SO B sureilulss aauefluie. & sy

60011 65(& 2]600T600T TLOE®EVILITT Ca&HmuileL eLpeveu -
FeoTeoTH U 6L LITeooi] SLILOLD, DMTem6V 6 L06ooI 8@ 2,668 2|1q 2 _WIF(LDETET
2|600TEO0T TLO 66V 2_FFWIl6L DT GLUILD FMMUILIL 2 _6TemeT. HMTISHeN&HS SIS
SN TEYSHE 30 6VL_FLD LISHSHTHET 6UHEUMTTE6T 6T60T QL SIWIT UM HESH61q
Qs leNGSI6TerTmy. LUsSTH6T60 6uFH&HHMSH 1QFDUT 5-10 CHE) (LLSH6L 8-1D CHF)
auem T 20 AL TUINeLHET @QUISHSHLILIBILD 6T6oT GG eoTeordh TulleLGeu
g melsEeTeng. oL Fullsusemer Hall, F)(H6UEsoTE00T TLOEM 6V 6 LSIUITE
Fersfl eSS IOMS @USHSILIMGILD emeTs s TuleLd&HEHLD &eml Wilesr
QUISSHLILIL D _6IT6T6oT.

4

B

2I9FQFTE |[erevorevun & enss|
LD 6ooT | 8
Cx:H), LD 7
&) (IH 621 600T 600T T LD 67) 6V 6
Suib Is |
@], Y FOUY, @uIsE, Tulley, AmLL, 6 4

FHAILDIT, BTISFH e, @ 0H, auldl, 45,8, 5

#Index_generator
import requests
from bs4 import BeautifulSoup
from tamil import vaaninlp

urls=["https

://tech.

L& ST, QUIT, 6Uen], (INS6V, LS5 CaIf,
QUHEEML, B &Tem6v, Cauaumy, LimUILI®), 2

neechalkaran.

com/2022/11/venmurasu-concordance.html”,

"https

://tech.

neechalkaran.

com/2022/11/blog-post.html”,

"https

://tech.

neechalkaran

.com/2022/09/blog-post.html",

"https

://tech.

neechalkaran

.com/2018/82/tamil-sorting.html"

]

gyser Warerg beautifulsoup yevevg Scrapy, Selenium, Octoparse Guneip aGsayd QeeawLl LSsFMSF
FIGTQLD Blowsd Qsmes(h) o aTaT_&55% L QL T(hSHS OsTararCeauaT@Ld. YbS 2 TS50
word_tokenize auf) QFnpserisli LGS51% Gsnarer Gouem(BLb.
masterword={}
for i in range(len(urls)):

xpage= requests.get(urls[i])
xpage.encoding = 'utf-8'

prose=xpage.text
xsoup = BeautifulSoup( xpage.text)#html51lib
body =xsoup.find("article")
sol = vaaninlp.word_tokenize(body.text)

Sereng lemmatize o) @aiGeunm Cenpseaiar ojgsesrpsament 1908518 Csmearor GeasesGLd. CLITSG 6uTs
warsgd Genpsmanyd @Grlprs@e 9ystared Wilumsall. @@ umiump ®aSFH 6&TEHFLD
Qsnesewnsl Lfgs18 Qsmararewrs. @Fs vaaninlp CuT@wresg apsGepw GlLIHLDLITeVTesT
9L FOFTHSMaTLI LINGGLD Y eTTed YFaTTew LINGHLPLY WTSDenD 2 6Teng 2 arerLily COFTH SN BLD.

Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. . 179 - 184



Tamil Internet Conference 2022, Vol. 21, Dec 2022, pp. . 179 — 184 ISSN: 2313-4887 181

leng=90
limit=1500#size of the array size in lemmatize
stem=[]
nonstem=[]
while leng<len(sol):
result= vaaninlp.lemmatize(sol[leng:leng+limit])
leng=leng+limit
for j in range(len(result)):
if(result[j]["Flag"]==True):
stem.append(result[j]["RootWords"][@])
else:
nonstem.append(result[j]["Userword"])
stem=1list(set(stem))
nonstem=1list(set(nonstem))

QmSwrs  HevLggeTer  Fatlss (pemeoTaul p2
OlFnpsenar LS5E @Dy LT &rj)gn_ p2
Qmenigg, Owrsswisd GCFissme &"@m_ p2£p3
. . . aujeuld p
QFmpaL 1y Devr_Gg a)BHP DI LCLID p2
Qﬂ@ﬂ p2
@mGs  pl, p2, p3 TG GCFr p2
2 SIS BDG Q@)L LiLL (HeTerg). U8l p2
s aGbilu  @pPuf g 55& p2,p3

2 emywTRFlwg p2
SbsD p2,p3

&L p2

TWHSI® p2

Fmy p2

@Q}@ p2

SOCUMTE! p2
QU@BLLUMSILD p2,p3

GDISSI5 ClFmaTarLpLy ujLb.

QUIIDL|F@T:
® Qs QUG SywaTsg ailsLomeT
Qempaeenyd Lfpg CsTararis).
aomg 65000 y19 FQFTHS @@L 68T giong 13 Camiy Gempseerti Lipg C&TaT@pLd. $PSTVS SLO(LHS S
2 (BUTGSHILIL L FTD FOEHTV QOVSEILDOMTE TS Ll _LILSafleyd (LpULpeDLOWTHL

9 fssmoed GUrseTLD.

o  Quuwgs Qempsar, afleveard GeTPsmers $ally wPDapDL LINEETS, oL WIGTLPLD STL L 1.
“uari®nCs”  a@iuemg  “euerd’  ewimy  WAsHS ST G, “prsliulgag@”  eIaTLMS
“srsuul yerd”  etel LASHE TR gewmed  “‘@aleuems”,  “OQu@pLbLimed”,
“BrevsLiul yars@e” Guraip Qe dGlFnpser, safll Guwiser Cunsaipeupepll LANESTG).
marsgd CFnpsesd swpGs QBEGL CTRTLISTW L Fwns @Lpep FAUTISHS Gl&merer

Gauewr(BLbH.

o  gapg Cupul’ L QFrpsmans O\sresTL O)LIWGSH T 60 L WTGTLD SIGRTTSE. 2 FTIGRILONS “ SLOLD
BI®R" eI @BBSTD SO Setwmsayd pIR SaNuUTsed Seaus@ad Osmerarliu®u. Guwd
Qummar s 19g(Named Entity Recognition) @pemeryw a@isrwg@ed LwGILGSS @) aTaid

Gubul L ysgBlreme o (heunss Geuesst(hLd.
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o saflaluned L9ss Wywrsma eTaipIed YFW CFTed eTain TBhSSHS CFTGTOT (LPLYWITS eHTTeD
Bl (pepulled G sLd LipmISTS QFThser ean GFredevwpiyuyid. Brener Qmfluiwed Hmer g BLd
Gungl QBs eressanilgamauiled LOAPDBIGET B&UHLD GTGRTLIGHSULD H(ESP 6 GG TOTATGVTLD.

OFTOMES

@53 weapuie @Qua®h @ wsHwrigeaier OFrpser CosflaésiLi L ar. @ueaT®Ld @)aens G 2 ey afled
G Liugnedh  Qps  Quew® QevsHwmseladr 2 eppeL  gallss  Saeid  QUPDSTILD
Caip0s®SSLILIL L .

Gureiestlullesr GlFaeust

Lo $OHUNGT augerPmILl LG eriomer G)LinaTesfuler ClFewaueT 96T BlDETS Qmflbe L &@L LsHeUDDS.
https://book.ponniyinselvan.in erasip  pseufluied o araraupedpF Fyenng uieOsuimsuiey 8L o aTer

Lyeiref @l 6 gmis 6T Gew L& F)6ur et

LGB ser Quorsss Qampser aurellumed LGSs upiguTSmad
LS 1 74179 2164

LGS 2 148252 4220

LGS 3 214437 6121

LGS 4 63492 1578

LGS 5 198743 4669

QrgsLb 699103 18752

wups sgey https://www.kaggle.com/datasets/neechalkaran/ponniyinselvan
GeuesT(LpTsH

erpssrary GwGrseilar Qeemiprs UG arsGar @eanugssarsal®mg https:/venmurasu.in/ sgyevrig
Quiey Qeuwiiul L g. QLiyPeig@Her 26 prevsaied 1932 ys@wmumsele swri 1.38 Gamy Genpsemand
saflafoufuns Fiul’t ar. P 90% Cerpsaier ojgsCere safldsliul G @sr GeFnpser
2 erareunGm LIL" 19 WeVTH U GTATEHT.

e Qurgss Qs sair aurerilumed LGES @piguTSmas
pspHaTEd 84543 7718
LoanipLiLITL & 173733 15391
cuasTERTEHL_6) 141509 13881
Bovih 56463 8567
rwrens 153956 9996
QauesTap@ s 343689 29066
@EB L 525807 47110
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snsTe LIt 678381 58313
Qi Guirair 159062 15516
Ligiafs LieoL_searth 331091 33345
Qereasenisn® 452717 45029
Dunsid 159620 16135
wmoaos 347741 32027
BigGamevi 195108 18865
TSI 348760 35363
GBDFTID 505304 52012
@ wssamid 598061 61434
QeipT Gausians 753298 77181
DansGsi Qasairani 902531 93482
FjELcb 1070304 109038
QL e 1195815 119636
Gudair eani_ 1301463 128115
BidaL i 1416884 137438
sofpPlunaar Havs 1568449 150526
BT DB 157435 11071
psTaflair 183548 13618
Quorssis 13805272 1339873

wups suey: https://www.kaggle.com/datasets/neechalkaran/venmurasu

LweTUT®

@@ Qwrf) euery ybGwrPluied QesHwmser euery GeueBLd. Yypsauasulled Geuedrpgs LoPHILD
Qunaresflufer GlFeeueT SO QWSHWFEH D (LPSH WL LBeTBISTTGLD. LBGTLD (Lp(Lpdhs Liev LIBW C\FTHS%eT
eswrear UL Geteres. YPWeITS@p%E UTHES FHLOWTNTSTS @Q)(BESTNILD, UTHESS FnlqLIIHE5d S
Qumpuier @eflewwemwud o aiggFng. Oereewruiay OFulwead Wermwie) OCFuiweb @FCFTHSeT
vwetu@. yPlelwuedyiainns egsmartl LPw OFrpser o arater eles SR SS D YSTBITCO

2 (BUTEEHQLD @)BS (LPWDEF LIWGHTLIHILD.

SL_bS BIHDII(R (LS Oauallabs YwaTsss SLOLH BIVSEESGLD SSTBTW® 2 (BaUTsHe (LplyujLd. al0leumdp
Bror@Awfer QFred euargeng LG LILIL LpLgujLd.

BIOSET DL (BHLOGOGTLOE) @)eHaUgSangamngid L emd. @aibeunm umeLiu@aey, gl i uHay,
OFUIB S S 6MBISET TGN STB TV 2 (heunsHesned GlomPlsreniiy ssaued HLL_ayd CuEBSaNwns @) s E L.
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eLpeV LG LT (HevsTem ouflutsv 2(H QT (HETEMLIG BTGBV  Hd6UVHEM6ITLI uBIEL (&6 s TeiTemd
CaemeuliL@/allhoyd BUTHEHSEG @@ Curgeurear CErHEDTmEmW  suenrwemD  allardhsLd

QFiFlng).

2. whHewBW Sy lieF6iT

CYC wpmin IEEE SUMO Gurreitm epsuriGuimmesstem ouflwisvaser wpmiid eLpevri6lLimmsssrem Lo
IDWLILBMET 2 (HeuTh@GHeauslsd HAov GO Ss55 pupdssr CupearereriiLil (Hererssr. Upper
CYC gliiLid OQurgieurer oPlaisr 3000 s wsSlwwrer sHSSHBmarts UL DG S,
epeulIGLrmesTenwenw 2 HeaurdhGHng. SUMO (Standard Upper Ontology) &t b o wi @lewev,
LT, Hdhgleud WHMID CILITHIUTET eUHEHIWITERT HHboHIBeweTll L bLiligigled o siremr Fohsemev
Bleurdd CFiig eupewp Gerenid alfleurs werewsusSng. HAv GO L FHerd FTihs
epeuIGLITmHessTenouilwssEBD @)bhb aulgeusUTHBIGmaTL LIWSTURSS 2 heurdhsliul (hereret. @)hs
wphmsw punFAsefled @)mbg, G SearailevreT cLpeOLICILIT(HESTENLLEHDET 2 (hHeurd@eugl (6 LHw
FsHVBMET 2 (HeuTdhGHIDG! eTeiTLieng BT HBIGeurtd, @GMILiLTs  eLpeOLIGILITHessTem ouilw sV 6ir
2 WMhS eUGTHIGW6TS &TLI3eVD "Ghry SeTehFWmbiGearTs" UTTSSLLBID. THSHSSHTL LTS,
6ThgGleum(h Gt jerailsvrest cLpeViGlLITHessTen Uil culgeUEHLOLILE @ (LPHSEEHLD LilsdTeu(HLD (Lpddsl
FAEH0BHM6TS H(HSBlL GClasmrerer CeusnirR: HGLTGIsiTar epsvliGLITHevsTemouiluiey Lilsrearsvem oriLiley
yslw sethisemerd GFiliugl, 9mley euigeuswolisn wrHmieugl, 6FweIS e FobHEH6T HMID

Cremeuuiledt 2 _ggHreursd b, erallhse) HMID 6Ths WTHMBISTLD GlFiisuglsd sTerflenio.

opLr  (1975) wer@umfuiur L QurmefleT swmi  LGLUTaES  GHTLLITL g6
OgliuenLullsd o Heaurssliul L slp CErpsearechFlugsinasrs (1982, 2001) rrlmpglrer spm
epeoliGurmenrenwuilwey CFThoseTehdiwGens o (heurdhdlujsrenti, @& @bsw vryouflwiworer
plaas®  wpmid  flevLrigellu  wryser  wppid  Glerhissr  pslwapBinG  aHpaITY
Cuiu@sstiulL gl rrCmpslrer (2001) GQermasercpdwssred GBILUIL LU  H[HdSSI(HdHSHmeT
BIT63T(S UMEHHETTS suemHLILI(BHSH W erermi: ewbLTeWEUL] (1975) Ulesruim ] @)eui
QFTH &/ HSEIhEHemer @) HLILLICLTHETH6T, O HeUBISET, Blhpeyser wHMID CGTL L6 eTeurLl
u@GsgleterTi.  @@UyLGUTHeTHsST 2 miFwrer  smSgIseflet GOy I TSSHBIG6TS
Q& TewTIg (hdHHISTDST, BlHLpeyser poHBWLwTs allenard6lFThast wHmih allewart GlLwWFFGFTHHmaTsH
Q& TeRT(RTETST LHMILD Hy(HEUBIGET (PSHHWLDTSE GLWTenL & CFTHHET HMID allenerisnL &elFTmassir
QSlweunNewmd  O&ETawTIy (HEGLD. OClsTLiusiigsr CFrwpurl BF OGFrhssr, psTOeTTL (%6,

UletTOlestT_(hdH6iT, @)ementLliLiTsTasr GUTsiTmeupsnm 2 L LIBSSHILD.
3. QETevemi HmID CUTHETHWFTT 2_Ne|BemTs) FSFHID(HSF IS QFTHODTMSHMUWSE HL_L eMLDSSH6D

QFTLFTT 2_peayssiT
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slp CarhaserehFwGsler cpeoliGLTHesTewulis) S Lewoliiley, OGFT  evGHemer
PETMIL 60T PTM BWeWTHS  YVVG CBTLIHUBSSEHI gl  GHODBSLLFID BIesT@ GFTOFTI

VUG I THS 2 DaYSHeT 2 _6iTere.

PHOLITHETUSTEI T EHSSHI6uUT emeudSlwii

2 siTemL_BI&6ImIfl-2_ararL_d@olwmfl: wmdbgieuid: FbsLomgieuLd
FAewerCmfl-1ppOomfl: ewds, HT6D: 2 L 60

@) waay: HevvTGemTTiii-aesuTdleuliL)

Qewaallsirenio: AoHwmoESIMD — u|TCeiHLoBoHgIeD

QFTeLFTIT oL MenLo

2 siremL_&@&Gwrfl-2_srerL_miGolwry) wHmib FAewerwrfl-pepewry] o Elweneu  GlFTeL
SIVGHH6T CILIT(HERTEMLOLI LIGHTLSdn MIBen6eTl GLmieusng 2 midliLi(hdbgsleTneot.

QETHEMTens @) ranT(h UNSHWITET S L HLIHL IS ESIMGI.Slewer LilgBlened ewioliL,
Hlew6 VLTS LG BleweV SewLoliL]. Hlewartt LigBlewsd HewioliL) (&) heusnsLIL(hD: 6uendLILITL 1q LD
LG Blewey  ewioliL, Wep-Flewerli LigBlewed Sjemioliy. Flewemwisevr LigBleney SjewwoliL] @)resor(d

auemsLILI(BHID: QT YewioliL, ail#ls emioriL.
Elenerl Lig Blenew jenLoLiL]

Uy Bl @Qrew® 2 peyseafler gl ullsd sumsLILBSSOTD: YslEs 2 mey,
Coumur® 2-mey. A wpHmio B, A wpmio C, B wpmid D wpmudb B wpmid E, C wpmio F whmnd C
wpmid G Awepmise G Gu o drer o me) Yglbasgler 2 pey. B wpmid C, D whmid E
wpmd F wpmid G gydlweupmidse @ewL_Guw 2 srer 2_mey Ceumiur_ B 2_mey

A

B/\C
/\ /\
D E F G.

UENSLILITL 1 W) LILg Blenev SjemioLiL]

QUEMBLILITL g WD LiLg BlewevdssiT, igLiienl_uilsd euenssLiL(hbSHID SewliLT@Ld, G jemeu

@ Gwryl CuaLiTHeT 2 V& YMILuGmMS uMELILDBSHID ailssems Llrdluedsslearmer. mbesrE
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2 (Heurdsliul L suenasliuri_iquis) GleusuGaum Blewsvsafls) 2 sirar susmaseflsdr upmisTer wHMID

Fpewwwiret CGT@LienU supBIGSIDSI.

2_ullflgeir
aflevmig, Lmeney Tit) &4
BT WTeneT el PG LSTONT &OT  eTYIDL  eUERTENTEHE)LIL) 5

WP p-FeoevT Litg Blema JyemLoLiL]

P L-FlewSIT BVVF LITH 2 MEY&6T 6T6dTLIGI CpsVLIGILIT(hewsTew oullie) 2 meydHsiT &L, Hjsweu

6THIEG LD BlewMbhd, susnBLIMGH60 F1eWeTHESTGLIL 2 MeySHaTTd I LILIHL WTHS ((hL1LI(H 6T M 6vT

2 16V

SHEMW6V S5 LTy auuilm) &IT6V LS

QBT (PLPBIGTEY HEWIGHTY LITSHLD
HlemearuilsDsvT jeHLOLIL]
HlewerullevsvT ewioLiL] LisVeuensLILI(BILD.
aflens jemLoLiL):

Flewensetlesty) speTmisE@GLiLleiT ermrs suflewsFlilB)SSID ewwli euflend HeOLILITELD;.

351 @) renTeusnasliLBID: &) B (Heu SeWIDLIL], §p(HSHI(HEU D SHLOLIL].
[GEGRILED Y

aufleng emwliLiled eTeflewwwiTeargl sl @)ewent 6TH TGITIE6T 9@ LD, sTHTGILTI S6T sT6dTD
SemeoliLiled ClFmevevliLl L engd sallr, @)hsds &L Lenwlilsenarts uppldF CFrsveusn@ CluflsTs

PETMILD [3)eVeme6V.

B) (H I (HeuFFbi185) 60 %6
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B mpswesr  FhiSledlssT  emaller  peubleury  pewerullgpid  TH T SHiHeupswestLiLiledr
e SLTET lewswrer GFrhasemends Glareanr@srearssr. LeTeumeugl @) bHaIHouFFmidledld

T(HSHISHTL_(h) )G LD:
{Wsmsvrewtlut, misssrewilw, Aplw, Quiflw, WsGLIMw}
R (H&I (H6UF Fibid 06T

PHSI(HouF Frisledlseaflsy, sFhifledluilesr (pewerseafley o siter GFThasst st Flewssaflsy
CprasiiBHeaTmer eTaTUSD  6Ths IYTSHWd @svemsv. LilssteupLiemen  LsVGeum  suem»EHWITSIT

2 (HGI(HoudF FraisleOldsir oy @& Lb:

1. ojemyseir
2. plewevaser
3. jeraf(hser
4. sreuflensseir
5. Qariisuflengssr
S| 6ITL| &6

Sjerey evsvgl Sallrd Cumestm GgrLrFfwmrer erail it L fev LssTy 66T GlousuGoumy
Sjene|Beven DIl YTESSIST P UGS WTH JjeTL ST QDb STDET, YerTed CFilILIZle)
6Thg CBTL LD @)sVemev. LilstTeuHLIeNsY 6T(D b IHETL (HH6T @ Lb:

{Gprevall, Aap ), sefloglii}

{urewm, GeiTmI, W6V, LOTLOEMEV}
Blensvseir

BleWeVSST  6T6ITLIGI JHTeUHl P SUTpEMEF HpPFullsy eraflgsst wHmid GuTgieuTs
PSTEHTHDID 6TOTD HHHeWSH 2_semL_daslwgl. LilsreupLieney 6T(HdEIoHHTL (HBH6IT:

{ul L ety iy, @erBlewsrs LI L 1D, wpgiBlewev LI L 1D, wpenedTeui L L b}

{ypLlewL, eomieumr, LNuyuim, euessrenTdgliLds}
Sjered (Hg6ir

IerafHH6T (h LGS-PLL 2 Dewer g LILenL_Wirskd ClsreanrL_snel, speubleurssimid sGr
sTeTenilGemasuloorer 9Gr ugglsarmtsl Lflssliu@alsiper: CQuUTgieuTs mHAalerer ClFTMHHarTsv
PSS L sjerall_ILn L LishT s aNsT AL senEs @)L G g aigalusd o mey o_srars).

{Qesenr®), Weslll, wessf), Brer, suryib, LTGLD, Sy 600T(H}

{60 FL L 1T, QlFesriq B L i, F1 L i}

{@eva, g, Hgd, LTVTEIEG, eivev}

{SYTES, 2 P&ESG, USST, LrEsHTeL}
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auiflemaFs6r

auflewssepd  euflewFsliLBSSLIUL L. CFTHHEAT Y GHD, YOTTV G TewL  GFTHEHeM6TL
QuUTMISSUDT ' B HLTECeuT VS GPDeuTHESeur 6Thg LIHTLD (§)sVen6.

{@sTmI, @resst®), cpsstm, ..., }
{@ppssTevn, BlapsTe, srdlisravin}

{srisrevid, g dliasrevid, wesruefldssmevld, Llsrueafldss e, &)erCausilhasrevid, e GaueflhaTsvid}

surddlwin sentence BT(H country

GsrLi phrase wrplevid state
@& mrsv word wreut” o district
2 (puesT Morpheme eulL_1p division

spe0lwetr phoneme

& DM 6T
eprullmy/Sunday
Foof] /Saturday gﬂri:a;sir/Monday
@suamﬂ/Frlday @acsueurruJ/Tuesday
eflwrpsit/Thursday yger/Wednesday
S (merflaeir

auflens HMID FHMiGHeTleT SVwAUITETSH FHoflsafledt euDTMIGHEGLD LISTLYHOTTS

TS G156\ HTETETLILIL VTLD. F(H6T (B)eWeTLIL|BST CILITEHIOUTS STEVBIGEN6TS (& Dldd6dTm6uT.
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sremev/morning  smemsv/morning

f

wglwiv/afternoon  efligwev/early morning

! 1

wremev/evening mpeireflrey/midnight

»éjmsq/nig/

4. A$5 apsolIGLTHeTenLUTWE) YeHLLIL 2 (heuTESSSDSTeT (LpestSevrhLT@HeT

sreaysemer Caaifllss aurigams o L Gurglégn miubisar (Word embedding techniques to collect
data)

Ass  wmsHud ubpBlu  sroysemer Cesldss eauridems o L CUTHEE B LBISETL
LweTU (B SIS G LD,

Gouiri erdClLIg i1 TdTLIG ClFmed LITSIBFSH1058)6T ) BILLWTGD, @H Fubslr sHDed
UflPemDBHTTY  bhs  GluTHensrd Glasrenr.  GFrhasewerts YflbgiGsmerar ewslsSngi.
Qamflevmil 1 FHwrs, @)g Briotluisd CBL Cleurid, Blapssey wrHlfl Sveg ClFTsd @)smewnt BlELpey
Gl faedlsv  uflorentds  @Gewpliy YHlweuperpls  LweTUBSS 2 EBTEHLOWITET  sTevTaal6oT
BDFWITHATTSE eUTTGenGHener GoriLiln CFuiausr@Lb.

uevGeumy Gloryfl wrdlflsemearts LwsTUBGS GlFred 2 I CuTHlliewud HHMIE6ISTsTaTEVTLD.
ThSgIbSTLLTs, Brit’ GeudsL yred [0.75, 0.22, 0.66, 0.97] gpi bu®ib. srrsluilsd o srer
IwTHG CFTHHEHL @eueurny GVWTESED CFWWliLL LT, auTTHmgHefler HlenFuisiTsenear
RSTCOTELTsiTy UIIReug FTESWWLTGD, THSSHESTL LTS, Soswusiaenhsd @ Cu o srer
Caremasit HTTID VDG W6ty weT HTToHems jerail(heugbeir cLpsLD.
aurismgsafar pevew UrSBHsgiaun, 'Fsrési g 'GQupbdlro' sarm Qersdsmsy alll 'GaFsvsuid’
TGN eUTTGeng 'Bril' e16Tn CFTVNIEE CBHSSLTSE @) HLLMSS SHesorL_plw (pigud. eTeTGeu,
2 'Qurgéstiul L. OQeusLmri  evGuedley, FrToT-gYewTtolusnT = grewfl  9eVsVFI  EVEITL 6T-
QualwribaitGssred = Grmd eTeTn  FWSTUTH il QBEGD  STETDI BUMSHSG GHsL
Uy SBIB|S G101 BIS6N BP0 I eP]L0H)5Sl6T 6.

FAss wHSHIu jewioti Leireumd LVGeumL’ L Slenerseneard 6ls TesT(hsiTergi

@swrurL_ib (Pharmacology),

Behsriohdgieuid (Toxicology),

GrmiiprL_sv (Pathology),

wmsglsub (General Medicine),

@60 Hmi waefli wwSSIeud (Obstetrics and Gynaecology),

GwbHms wmsgeud (Paediatrics),
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SmIswa HSSieuid (Surgery),
Garev wmGa1eud (Dermatology),
HET, (P&, CsmrenrenL_ mogisud (E. N. T),
senrwmssieud (Ophthalmology),
Hflews Cpriiwmsgisutd (Psychiatry),
eurroid (Pressure Manipulation Therapy)
ymwmsgieup (External Therapy),
YwsCuiri wmssieud (Geriatrics)
srw spu (Rejuvenation therapy).
Fss HSSHI PUBISMIOLIL BT6TE (PpoHeTewwTar Llflajsamerds Clareant(hsrarsi,
1. surg /@ rasurgip (Chemistry/latrochemistry Alchemy,
2. smeugglwid (Treatment),
3. Gursio (Yogic Practices)
4. eprerio (Wisdom)
OgrILenL_d Gari_Lr@ast - 96 Hhgiau
fAss  eopliug weflger Sdhgieud  erearLU@L  IgliuemL s  Cariur®bssr | s@melserTsy
s L slLbSInTer, Seneu 96 srenmenilbensulley o sirersr. Semeu wesllg 2 L 606 IjigLiLienL
QFwsLT(hHEemend mBWTEHL IJPlellwerTss SmsliuBarmer. @bs 96 Cararenssst 2 L 6,
QrweouT @), 2_srailwis) LHMID HBEYFTT FnMIBEN6ET 2_6TETL & WG]
9| HbHallser 36
Uma & mallssr-60
Gmmii oMz (Diagnosis)
1. g ufGargener (Siddha way of Pulse examination)
. uflelr ufG@srgswer (Touch and palpation)
. BT uf@srgenessr(Tongue examination)
. BIm uf@srgenssr (Colour, complexion, discolouration etc.)
. Quryls ufN@srasemesr (Voice examination)
. aflfls ufGsrgenssr(Eyes examination)

. wevtt ufGsrgswesr (Stools examination)

0 N oo o B~ W N

. epsHri ufl@srgemer (Urine examination)
a. Urine Sign
b. @pis @M (Oil on Urine Sign)

Ulsiteumeug Adsmsbgieu cLpsvliGlLTmesstenouilsit sp 6T(HbGHIbBTL L T@LD.
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Ass wHSbgHIeu sersslDaTer TPt L epeoliGlurmesstenouils) &L L ewioliL
SgliuspLullorer gpla) Sewioli) wHsgier B pepullsd FHUGUMITSELEG CUGD 2 gellurs
3)(Hd@LD. Adgs 61T G 6dT psdT@rlwifi’ L FeLpgs-eLpev L1 6L (Hevsrem Loufliwisv-y Moy
SglitisnL_ullevrest s L_ewoliLiledr eLpeid CILITSE) LDEHBHEHLD LIWIGSTENL_WSVTLD.
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F(HHHLD

QFrwed smailsefler LwerLTr® SHOUTWS W Hevall G L edl 6L
S BlEeralled sueTihg euHeug Sevalwreariseflenujb &sald
sP&suIsaflenLujb WrEOUHMLD SuaTsms FisglsTargl. sevallullsy
aflewerwiT (B 6TOTUE SOOYISHEG @)ewLW,DTH LTTdHSELILL VTLD.
eTTed Hevallulled ST UBIG LOTewToU TSl 2014 e u|Lb

B Qemhaser: FOHUTL DL WD L6V WL EIE YSSMIUGIL T Seuisefler srid,
S = ' & (§ B ewewt LI F) D 65T% ewem  [b 6¥TLI T 6 L 607 G ot () S
9| svalld CgTLflsvmIL LD 2 & 66U ST 2 NI Bl WV WD . & PO 6V & DL G ewev

<), afleperwr’_{ QFwsd sTafleww LRSSy Cubu®BSsayb Soalls O eom L L b

@) Gored AL vweTuBHSSULBEIDGI. Yetred SHevalluled 6HTeORIL LIGm LI
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o il () @uiis Ceussir(Bb. HLPd HHLIGH0 0 ClFTeL allswerwm ()
QFrwelsemerd OFweLRSSHIUGID LweTLBHSSHIuGID &S5
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QFTeL 2mHlGHe0, GlFTed CHL 6V, GMUHEOBWSHSH YT wHmIb GClFTed
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Corpus Analysis of ditransitive verb “kotu” in Modern Tamil
for Information Retrieval System

A.Murugaiyan® and

Ecole Pratique des Hautes Etudes, Paris, a.murugaiyan@gmail.com
2Pondicherry University, dhanagiri@pondiuni.ac.in

This paper presents an analysis of “kotu” (to give) a ditransitive verb in simple predicate
constructions in Modern Tamil for building Information Retrieval System. . A “Ditransitive
Construction is a construction with a verb denoting transfer of an entity (T) from an agent (A)
to a recipient (R), such as Kim gave Lee a box” (Haspelmath 2015). Information retrieval is
understood as the process of selecting relevant information from a collection of information
sources to meet a specific information demand. Tamil is considered as a verb final language
which permits a relatively free word order. Typologically a nominative-accusative language
Tamil is potentially a differential object-marking language. On the other hand, the dative case
encodes different arguments like experiencer, recipient, and beneficiary.

In this paper we examine 1) whether there is any hierarchical ordering of different
participants / arguments like agent, theme, beneficiary, recipient and purposive, 2) how these
different participants are encoded and 3) how these information would be integrated in the
process of information retrieval in Tamil.

1. nan ramanukku puttakattukkukaka panam kotuttén (Agent-Beneficiary-Purposive-Theme-Verb)
2. nan koyilukku nankotaiyaka ramanitam panam kotuttén. (Agent-Beneficiary-Purposive-Recipient-
Verb)

References:

Haspelmath Martin. 2015. ‘Ditransitive Constructions’, Annual Review of Linguistics,
2015:1(1), 19-41.

Heine, Bernd & Konig, Christa. 2007. On the linear order of ditransitive objects. Ms.,
University of Cologne.
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QurBEr CuompOLwFLINHETesT 9 HITS) 2 (56U THSH 1D

(Lexicon for Machine Translation)

(LpeweSTM T LI. GLOTT
o gl Cupm@fwig
sLpZ G
SLUPBTH) LFBUILT LIS VFHBLPHLD
D peumeng— 610 005

Llesteut@hFeV: phkumar@cutn.ac.in

QmPAOLwWIIPGL LWeTUL Sdigw PSS WLDTesT HHall%ealed @erm)
YSITH Y @&LD. HYsoTH CureaipOlsrm yevwLiy wefls epenaruiled (Mental
Dictionary) @)(5LILISM60S M6 Loeshg GlomfHO)LiwgLiLy eteflenowns e QLInIFmS).
sewfl et Ul et U e S LILIm @ Comflwmuies &Belser Lea b o (heuTsHsLILIL L 6.
@35 maisamar aTenents g Hewflest] 6)LomyS)6)LIw FLILS6T LG BL_BJI UBSTEYILD,
sUOPled  pipemiownet  Genflest]  GomACLwrily  @eTeyd  eugailedenev.
@&I0CsTL_fumest yuiayser Lwead B OLDDI UBHEIDGT. Q)F6T  6(h
UGG wresig sret QuipH T O m PO LwFLINDETeST HHTTH 2 (HeUTHHLD GTGITLIG.
9BS UMSUID QRTODDHS FOL_FF5Fnll Ul HFF YFTTEHD FT6DH6H6THHGTH
Osressrh)  sewflef]  CmPClLwiliysemerd  GlFuiw  Quievrd  GTTLIGNSWLD,
Qempaaiier Gmfll Gumrmeerti Lflpg GlsreaTepd cuensulled ewflegas e
FHITH eTaieuTm 2 (heunshsLitil Gauar(hLd eTaTLiensULd @)s5L (heng ailfleuns

L TTUISDG).
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Migrating TamilPesu to Cloud based
Deployment

Authors: Surendhar Ravichandran <surendhar.r@proton.me>, T. Shrinivasan
<tshrinivasan@agmail.com>, Muthiah Annamalai ezhillang@gmail.com

Abstract:

Open-Tamil project has expanded to provide its APl as web-service via tamilpesu.us website
since 2018 [1]. In this article we share the process of migrating the deployment of this API
server through cloud based app-platform with a service providers thereby providing significant
advantages to users of site like: secure https access, quick time from code commit to
deployment, and ease of maintenance for the project developers. We propose these
identifications as easier tools for maintenance and growth of Tamil web applications and cause
for wider adoption in our community.

References:
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(2018).
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Natural Language Resources in Tamil

ABSTRACT

Today we are living in the world of communication. The world of communication interlinks
everyone through its various media. In this aspect Computers play a major role by bringing the
world under the user's fingertip. Grammar is the legal advocacy to the human art of
communication. But learners get annoyed with the language rules and the old teaching
methodology.

Interlinking the computer to the language through Natural language Processing (NLP) paves
a way to solve this problem. The innovative NLP applications are used to generate language
learning and teaching tools which enhance the teaching and learning of Grammar. In this paper we
present the Grammar teaching tools for analyzing and learning character, word and sentence of
Tamil Language. Tools like Character Analyzer for analyzing character, Morphological Analyzer
and Generator and Verb Conjugator for the word level analysis and Parts of Speech Tagger, Chuker
and Dependency parser for the sentence level analysis were developed using machine learning
based technology. These tools are very useful for second language learners to understand the
character, word and sentence construction of Tamil language in a non-conceptual way. General
Terms Tamil grammar, Agglutinative language, Natural Language processing, Machine
Translation.

Keywords: Grammar Learning and Teaching, Machine Learning, Character Analyzer,
Morphological Analyzer and Generator, Verb Conjugator, Parts of Speech Tagger and Chuker,
Dependency parser.
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Symmetries in Number Forms of Tamil
and Dravidian Languages

Authors: Muthiah Annamalai ezhillang@amail.com

Abstract:

We propose the Tamil number forms are equivalent by isomorphism (single rule over all
numbers to corresponding numeral) in Telugu, Kannada and Malayalam. The latter being almost
indistinguishable from Tamil except for prosody; this is based on intuition of digit forms [1]. We
further contend that algorithm for generating numerals in any of the four languages are
structurally identical due to the equivalence of numerals in a abstract way. We propose
common algorithm for generating and parsing number forms [2] in these languages to/from text
and into audio TTS generation. These can be used in various applications like token-queue
systems, spoken calculators, etc.

References:

1. Wikipedia on Tamil Numeral Influence,
https://en.wikipedia.org/wiki/Tamil numerals#Influence (accessed Nov 14, 2022)

2. M. Annamalai, S. Mahadevan, “Generation and Parsing of Number to Words in Tamil,”
Tamil Internet Conference, 2020.
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Linguistic issues in machine translation in Tamil

S0 Guombluiled @ w Sy CuomhGLwFLiNed Guomifluflwied F15 5605 o

Selvajothi Ramalingam
Faculty of Languages and Linguistics
Unversiti Malaya, Kuala Lumpur, Malaysia

SYUIeYF F(HHSLD

QumfQuwitiy eaiLg @@ QOurfuiled apmsliul L ssauadsamear Gaimy
QumflGuaGeauni Bipg Osmatas amsuled YFss GO L Cwrfss
LOABH LS GLD BL UG HBWTGLD. Q)b bafer w5586 Om e LIwFiiLy
BLougsamaswreg Osmfles U  geeGsteat® sy eTalsTss
Qeuiwssmigw  R@DIS — YOWEHBSEDSG.  aaumstiley  QuBHT
QumAQuuwitiuneig @PLiuns, gm@Ger QmACLwGLL (google manslation),
QumAQuwiliy pLagdmssg WsUGCufiu o bHsrs HYeLFGEID.

. S e Fa@ar  Oom e LwFLitIe, ey 134 Gumfsafe QRUFLDTS
Keywords/ #@#@smpsei: @L?ﬂ@?@uwﬁﬁei%l_q_w WUFD) @[%,mwjgmﬁm@. @@L'Ibf)ﬂ@ym @i@geﬁ ENGLU
QuEss @LDW{}Q@UUJU'L.'LI Qum LWLy @)eirayyLh (L (LG LDWLI TGHT; SILHGUTUIES RGID 1%
T (G 6IT QLDW{}Q@UUJU.L.ILI Uﬂqmwymﬂ@'}.‘m@) ma’m@/ @wg@u ) @LDHM@LHLIU'L.I.LW@"{ @&‘56\)/7?
a5 QuomPOLiwgLie Uﬂqmmg@@‘éz@pgﬁ 9, GTTGD @5@5‘56\) GTGVGVIT @L.D/:Igg)?@&‘@w @‘G’g ﬁmfvu.%v
SO YawaFame. Hew Qwrfsaied QuwmfOuwiltiyg sub pLiunseaw, Heo

Qumflseiiey QumfOuwitiyg s GurFwrsaw y®wWEHBLLmSS
SreRILply HG. QB Yuieurers Carall’-19 QuBEOSTHNIS HTewsHL L FH6D
wGw&w prliged Oeuaflleups wemw, YK prefspseies Gsmrail -19
QuppOsTPmIs Gsrjurer GQeuPsomer QumAOCLwWisGL  Gung
agpul @arer  Qumfuiue  HESDSMOT YL WTATLD  FH6T(HATATS).
Y uiled @LpLiLILLTeT UTSEW SyeoioLiL], QUTGSSLODD C\FTD LIwETLIT®,
sapres UPOROLwisen, @essenll Aenpser Guiaipenes @QuB@T
QumfRuwilifear feswsars @auruialad 6eals6lsreryLiul B eTare.
Cuayd QwpBs Quwrfeuwitiyy Geupid Gy Gur@pesenwemw L’ B G
QumfeuwiggeaarGs gailly @Gpelwe Gurmpesenn O wmfCLIwFLied
@Lueupaledeme eTaTLGIQ LD STl Pwlitl Gereng. s QuBHT
Qumfeuwitife QuwmfAuwisstiul’L U YOG —SHaI
QumARLWILILESTET QEEHme L WTLLGD ST FISMSLI LITHSHH D
UG UG S LD BGIATaTeNS BTLD MW (LpLy B DG,
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1. @erayer

QumPOuwFLiL eTaTug @@ epev ComAuled)Bpg LHODI®H CwrPss (QwsE Cwrfled) FBSms
wippith CFwewn@Ld (Derrida & Venuti, 2001). $Haucd QSTL_[L|F FngarmisarTer arGarmes), CsTamewsEsTL &),
QeuiBssmar, @) ememTiLiLD, Cumain SIS E 20T HBIFE@HL QumPOuwitiyl  uesllg@L
LwETURSSULBE FTDeT. @arempu Gpedled Cu@buTwrar BTR%6T @@ewry) CGuad weser GClsmesTL
BILTS @BLUUBOM®. G@DESULFLH @) Oompflsarmag LWETUTL 1960 Q) BSHDS. ASTAUS SIbS
BTL® wasefer GL@pLbLTeenwulariier TGy g CsPw Gumflud ymeTggiows Gwmlumer
@B LweTLTL @ Qwrfwursaw seafl Quwrflursawd @QuwesS g (Mukadam, Sommerlad & Livingston, 2017).
@aleurp et LGOI TG pesled QmAOLIWFLiL FL eI SmaWTeIg PSHWLD UTLibS REIDT%H e LDH D).
@5 Qmfuded aupmisliul’ L gsuedsar @Qerolernm Gy Cuad FepssPeti g Csmer@apd euemsuiled
@Bs OQuwmheuwiliy pLagysms CupOsrearaiu@Sng. Q& OsTLjurs whmsw STewnSale
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QmPOuwiLiLy pL ey sasullarCung sITH L CFTHSaTERAW LD OLI(BBHSHOETWTS @) (BESIH. 2bTTe)
spCumengw QsTAOBIL L ueTids) ngesiionss sefled), @) emenrwitd, OFweSser OLbbHIHTWTS Q)(BBSI
UBHDG. Qeaupplar wumfowns e aflewgale Gumfouwilemus QFuigalBL LD HLLHDS.
alaumsuiled QupGr Gumfeuwiliuretg GHUUTE  gm@Gar QM ACuwily,  Cryuwiliy
BL G S®SDW @)cIenid HNSLULBSHBED COFwersL UTisEs pLy&ng. @)BSS FmGar GmfolLw e
@aeueng Crgsid 134 Qumflser @)L bOupmeteres (hitps://iranslate.google.com.my). @ eleurpaeT QuibG T
QmPOLwitiie L1 da Qauig CmfOuwiliugd Cudsemy alf) QmOuwiliugh Qrfouw ity
uesstlenw Gogitd gIfsLiLIBDSSHB D).

Qup®r QuwmPeuwhlity (machine translation) —eIGILZ @ S  FTeHwmESG  Qm PO LIwFLIL
(https://en.oxforddictionaries.com/definition/machine_translation). 9Bmeug) sHenflesiuler Hienarblsrest(® (@)ewewniiLdeu s
QumPOuwitiyl uesflgear QumACLwiliLTaTisaTTed OFUwLiLIGeug. @& dauisaier GomyO Wity
uellgmars HASULOBSS 2 SPEDG. QTP FFUD YFSHD FSaUDG®T allenipbgl OLDIQISDHGL
QumPOuwitiyl uesfleow afeTa/UBSHMSDGLD Fm@Gal CmPOuwFLiLy o $ay&Swg (Nur Naimah Akmar &
Harun, 2016). Quwp@y QumAeuwiliy CumlOuwiliurerise@ss@L L BaIenLoSaard ©&TesTiy (hbSTayILb,
wefls P Ceor® @LILIL @QuIevng eTeTLIG BSFFaTLomeT 2 asienLp. HEHmet GIomys 96 LoLiLNeT &TTewILOTHS
saLorest QomAOLwiliysemar o HauTsGaB 6 oa$ BlLeggieuLd, LesTUTL B LIGTL6 3By, %DmnIFE:LpeD,
QumpPuwe Lessyser o L L LueGaugy sTyeslser pEs ComNOLIWFLILSGS giewn e A& eaiper (Wan Rose
Eliza, 2013). Quwp®y OQumfeuwiiie QumfeuwiCuuisstiul L ualeae Guigers Gprig
QmPOuwititngGe @ BasHDGI. @)Fared G omfoLIWFLILI) GLpLILILDTET $%aIc0E@FL, O)\LITIBGTLOWSSLPLD,
Qs FanTL Lﬂm!pg@w 9P F158a HretLiLGSng (Haroon & Daud,2017). @FFaHemev LqLiLIGHL_WTHS
Qarasi® @QBS 2Wiey Gwm@&nmmuuLLg @55 yuiafear Cprsswneg SO GILTHuI @u_/g,@g
@wmj)@uwgul_{ GVILILNGS Fa@er QmACLIwFLie SreniLiu@Ld @mmj)uﬂww DEFOFHENGT e L_LITATLD
&ﬂmug/T@LD (OEZZEFAVES Yo R Ao /I, ) T @Ju.uuuu@m@l_mgj 9ger GomfOLwitiyg b GoGevrsis
umiliererg). @) mi@Gsner G wmfeuwiliurearfler LB Csamealiu@®HDS. s QuBHT Crfouwiliys
@Ju_lgn@,yw wesils ﬁqmgglm@?ow @eemtpg OomPOuwise@wCung QwmPeuwitiLl uewsl &fgwrsea b
SILDTSO LD HeHLOW FLped eI LIBILD (Nur Naimah Akmar & Harun, 2016).

QomPOLIWFLIL) 6TGTLIGI 2 VLD @@@J@Lﬁ) Geusions eauergs CsTL_mSw e HleopwrGLd. Com Ao Lwitiy
B Sesullar aulf] @b FepssBer FBSSIGAUTEFLD, LiaHLITE) TPl dan G WeaneoD W@ LwTs
MNerwiHg  Cgmearer Quayid. ulenid, LT W STewEgeaned, OMACUWILIIGET L oIS wTes
@I L @n fev srulemred wL GG OFwssmiGweaanwns @GPLUTE @@k Owrfsaicd
Lo OUDDaIisEsL seallg &&S0LDDeuisesd ' ®Gw QumfeuwiiLL Lealsmerd CQFwig bSSTS
@ BB Garcia (2009) ouisepd Q)CH HBSF ST (LPATUEHFTDTE. YSTUF 2 WHFHHO@I HBneuTsEnsLd
QumPOuwitiyssear pliys $6S Cuppabiser w GCw QwmMACLWISGL Do O\GTETL 6UisaTTss
SBSLIUL L ash. 3feuisGar QomAeLwiliyL uelsaard QFuig aupserd.

< E&Hw, wevrul Qurflsaie Lew QumACLIWLITLILE swalser @ BEsTaid $5CLITE SLAHCLTYNUND Fn@aT
QumPOuwgiiyy w ®Cw QuauTTGarrmed LWETLGSSLLGSDS. 19905sGL Lp@ Senfleflyd
@ememrwL) LwaETLTGLD ABsNDBBS Geuenar Google, Yahoo, Bing Guimaip Cs® G umplsar GomyS 6w iLiNeir
Cungl @@ ssamel QupsDGL CuTmpaTmweaw YBlEg CsTatusp@GLd COTACLIWFLILITTHSSE
Waeyh o geallwrs @Q)bBs wEsd (Haroon & Daud, 2017). wnissliGurene, @arenpul FrewsL L g& e
@emenrgH et LweTUT® @b QM POUwFLiLL ueflenw eTefFT5% C)LI(H LD RTILITS e LDF DI,

QsrLipg, HsI1® QMACLWILLSDHSTeT % LpsGwLoTest Halselled REIDISS SHSLILBB DS 2,eTTeD
SHCUTmSIW STwEL L FF6 e OlFmevedlar Oummpenar s allengalled O\sMEg OsTaTSD S @) S S W LD
Qerwellsemenyd LweTLRSH HEpetd. QwmPOuwitiunariser QUCLTS @QbS HSTTHH®ETS WS 5%
SoaGud;  seflafl  aumllewrsGar  oyemi® OQumPan  euriliyseT yewpgalill 6. 6TEIG BB
GeussrQLomasingyith;,  eTpCBIsPavd gmiser QmPOuwitiyl uvefleow wpyss  ComfOuwitiumerd
YsITH e ws Csra®eir Gaierguw SyePuwilledenew. HYEITH W IYeIGSDE OLomyf )L FLiLITeTH @& L
Gungywnes; Geuswrer @)eenrug 6] L HGw Csamauwi s @)HSH D).

Fn@aT QUomPOLIWFLIL] g @6l BlniucTgBergned oyPpsLiL@SSULL ® BhaufRssiu®w Quwmfeuwiliyg
QeweLrL_ngLs. QumARuuiliureriger grmigear QumfeLwisse)BEGL 2 IpL LILIGH WS FnGar
QumPOuwitifie uFey Oeugs ofe alpTysalCaCu  Cpryurs @Qwag  Owrhss
QumPOuwisstiul ®al®w. Q& wepewwrs QuEHr CmAQuwiliuTs AoWHDG. FmGar
QumPOuwitiie sPpCung o ater 134 Gompflseser SLOLHGLIAY LD ojL_BIGLD. Sofer (2009) eiaTLIIT QUBSHT
QumPOuwitiurerg QwmPOuwiLiLyl uealaw alegau®ssag L HGWL LIDTS S SILD HYSTAIG
QumPOuwisstiul L ssudsear sflursayd CUTHSSWISL CQLIACLWISSLILIL HOTATST SO
Qunmesteon FHlwTSad COLIT(FESSLOTF@LD SIDBSIGTATST GTRTLIG 2 DIFWDDE TN FmIB . Zetzsche
(2007) erasrLicuCom QuBSy QoMo LW FsEGL Laaeda $Igeamgu b LoeBisar QomyfoLIwis@LD Lig|eeder
SIgsuLd  @LIIL.  Queng eIa@m  Fmm@prd  sTaug el  PpCur®  GEuwliL@HeETD
QumPOuwiiGL  SIIGISTS YODWEmIGW FIEHHWSE DT Q)BSHAIDes. Sigenid @QuBHT
QumPeuwitiuneg Gprig O wmPeuwitieou ' HG CFuiw @uevith. @ pedlwed 6)LmHesTenLoen L MBS
QmPOLWFEGL YBP®D ASDGS B wig. OsTiEg QupSy Curfouwiliuetg CFTeasGs CFTed
QumPOuwiLiLy CFuiwssm iy wCs sally L ® OIss LSH s Laaedar CrrssLd HyPBa), 2 eTaTL_ssLd
ABBg 2eus Camenau (discourse) IigLitien_uled QmfOuwiliL@dame. @ sswhGans Iman Santoso (2011)
erarLicui Guoguith euaupl REDITI. STaug Fm@Ger QmPOLwFLiLy BeopauneT @eaim Sede 6TeTpiLD
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Qurpgswrest QmPOLwiliewy  aUpBGUHO®O  CTEIYILD  FDIBDTT.  SIOL (HLOGOGTLOG)  FnG6T
QumPOLwFiied 134 Gomfser @@ggn@yw @wmj)@uwgqu SILOTGTS| G (b @wrr‘lﬂuﬂ@ﬂ@gg @ erGlestTp
Qumfsg Caupiul BeTeng). @S0 @GS HTIeRILd g[g,ggg QmPulasr CFmLfwed enLoLiL] LpeD, (B)VSHEHILD,
ClFTeOeTES eI (LpeoD EWIDPI6 LoTHHLD 2 GTeTF).

2. o) YEIGUDD

@g,_e_r, < Uiay mﬂm&g@m_@uﬂ@vrrm umq&/m UGS FTHES YUIaITE HMLFHBSEDS. 2 aTaT_ssLl
u@uumucy wpeopulled raysar LGLLTWe QFuwliiul Gerarar. Csrall-19 QUBBEOSTDDIS ST L SF
LML, 9ymIFev gn@ﬁg‘l)ocss@ﬁ@v @m@ﬁmg@mm QurppOsTPnF OFuiGsmer QuEHr GLomfO)LIwFiIe
@wmj)@uwg&&uul_@ vtgbu_la;yg ggm&mﬂgg l_lu_lmu@g_e_r,UUI_l_gj @55 OmPOuwiienus @eﬂu_e_r,eugesm
CwAWTaND 6o LoBGIGTAT QLML LIOSWESpHLD @aiPled Gomflufwied genpuied LIueILd 10 LOTESsToU Jd 6T
Qi @euiser Fwm@Ger QumACuwiLiyg seallowl LwaTL®SS OmACUWILiLSE CFuigeard. SresmLd
SPCmPed Fm@Gar QmPOuurliy w ®Cw Cu@uTTGarmymed LWETLGSSLILL® BB DS
Sauiser Crgsd 10 QewiGsar (5 werw Qumflud 5 YR Csfey Csuig Sysmear QUBST
QumPOuwitiiear eumfewns QumACLwiss e QwmPOuwWissmss FitFuigeard. @eamauGu yuicys
SIaeuTsL LWEETLGSSLILL L & Lerw, BGeowd @ueaw® Owmflselais @nfleo LsHsear w GG
Csmpmwiwnss Csip0lsBEsLILL B 2uIes STauTsL LWTLRSSLUILIL L G,

3. guiey apyaysair

Csip0s@ssiul L. QeuiGsellear QumACuuwilieou o pr CrreGu@ed Comyuiwe FmmpiserTes
UTERW Syl QFTOTSSHL), QwsHenrd HW Fmmpsar CmPOuwiiied (Qwsg Gomfluied)
FiOswiwiLL. Gouet®Ld eTaiLigl Plw W @pg. Csipls@ssUiu L pralgpsd Qe UGG uie Hev
aflsar (epev Qomy), @upGr CmALwiLifeEr o ey augeaih, reTeuiseaner QwmfOuwitiy, QupHy
QmPO Wi gpUL L NEH60H6T ,F W66 9L BIGWGTTT. (Q)BS U6 (LHLY6YH6iT YL L a6t ] (LpF6e)
6 auemguiled GULPEISLILIL (B ETETEHT.

L L auewent I warul- 510 QupSy QuomhleuwgLiLis weflg QuomfCLwgLiLwb

eresr  1TUIGUDOTLH QuiR weflg GomPG\LIwFLiLy QumPCLIwILILS
GmPO LGy (Human Translation) R FH0HT
(Machine Translation)

1 Assalamualaikum dan 616 YyGrimest LGP 6T68T Sy GOTLS G AW QUIT(KSSILOTET 16)FTGT
Salam Sejahtera, saudara- ELexY 13 wBw&w ossHaT 9DV T(LPEU TGOS LD
saudari rakyat Malaysia #Cs s flsarmest 9 GHET (1§ GLD wpmILd Femd CFd6sym
yang saya kasihi. 2DV T(LPGU TS &-LD CUGTESLD. etap QFnP DI BSGL

LopmILd FeVTLD
Qeg0sm

LIS QUGCRTSESLD GTGID
@b ClFmed
LweTL (g% ull (5SH 6V TLD.
Saupmest CeuPmieoio 2 (hLy
[8Csnsy #FC%15 0% emmest —
FCs157 FCH1510% @55 5]

Malam ini, sekali lagi saya

@ardlrey, Caraill” -19

wlvH W FsaT

SaupTet QereevrL &

berada di hadapan saudara- Q& mw p)Gpruflesr oL (HILOGGVITLOGY, [FHUm6V — 9 FHFDISSH0]
saudari sekalian untuk 9 5FMISSS 68 GLing) 2 wsaTalley [255mISS60esT CLing) -
memaklumkan situasi BleweVEn OGO LI <9/ GO GITGL G TUL| LD 9FHNISH) I (HS GID]
semasa ancaman wabak OsNailss e (BLD 9FFHNISH) I (HS D QFred @euiLy
Covid-19 yang telah wrer FCE15y Camail” 19 [apestestied @) 1555 CGm e -
menimbulkan kebimbangan — Q%1%50% @5 QB 0% mw mi G muller &t Blm & Cm et
bukan sahaja di Malaysia, (LpSTRTTE) &0 CLmengw BewrL ounTEHwid —
malahan di seluruh dunia. [OlGEIZIE L MO Boagsmss Ogflallss  [GYLULS®S epLBSSHILD
G fwmaled @&Irey o BS6T (LpeiT @wa @ Glomyl]
L B, 2 WELD LBt (HLd BlH S G eor. SaupTet UBH CLiwg
(PPRUFILD &aUGHEED I [5Csn57 $CH15H% @55 -
FHUGSG W eTang/. 2 mi%aiT]
3 Sehingga kini, wabak Covid-  @)aimjaueny, GCamai” - GamailL” -19
19 telah merebak di 135 19 Q@nmmGrmui 135 QumpRsTHIY CHrut QuUTmSSLTET Bl%T6T
buah negara. BTHS @55 @aieuenguilad 135 [QFIauenT — @)eTmIelen ]
ugailuerers). BB @55 GLI
Ligailujerersg).

Seramai 162,711 orang
telah disahkan positif

2 wsaralla O\TssHLd
162,711 Gug CaralilL” -

2 egaTTANW b6 euled
QlongsLd 162,711

SunTest QFTevevrL F)

[FTSSHLDTS —

Covid-19 di seluruh dunia. 1983 F155L0M5% Cumrps@ Qs mp Py ereng)]
QoLiug > i) QuUCLI@EES DD Gprul
Qeuiwliul G arers). CsmpPlyerersns o mi%
QeuiwiLil HeTars).
5 Daripada jumlah ini, @augsafed 6,443 Guig @55 O1ss P Qermsar

seramai 6,443 orang telah
meninggal dunia.

@ pgIeTeTETS.

GTasSTaSH % e H UG F Lo M
6443 Guig

a@LIL BeTard oje0evFI

LWRTLBSSLILIL afledenev

(OO [Jumlah - Gomgs
Grmulestmed cT65T6u11% 6w & Ul G0]
LIS W &) ) GG GaT . [Seramai = &iomi]
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6 Di Malaysia, telah berlaku G Hwraled, wBwAwraled Crnm) Saupret Q&TevevrL &
peningkatan kes Covid-19 Gamail” -19 190 FLHLIGIMEIS @hLD [aipsGHated —
secara mendadak, iaitu 190 6uLp& @ s afled Qs uwns @)y FLOLIGUBISGT] [ f60 LD W TGO
kes semalam, disusuli 125 I LOWTeT HPSHLIL 125 FLOLIGUEIS@FHLD B SHLIL - FLOLIGIEISET
kes baharu hari ini, apuL Hererg), @)s LIS 6u TS W) GiT6ITS TGO Slej o wia]
menjadikan jumlah Cromy 190 auips @ sar, GarailL -19 FLOLIGUEIS 6T GIPLILIS ST F(LD HessTL
keseluruhan individu yang @atmy 125 ySw Bie Qe unrERuwid
dijangkiti wabak ini adalah ~ &uLp& ST, 9B fg g eengy. 2,5, @).Qwr- Gy
sebanyak 553 orang. O mpmICpmume @51 Carail’-19 UTSEHWSHe0 23 QFTHEHar

ur@gsuul L Qwrgs  Cu@ppOsTHCrruller  .Cwm— @) e (®
[5LIJ% 6if) 6o @ LUTHESLILL L a1fs- urE@ WL I- 15
GTGRTER & eFH W 553 oflar Qs s urEHwd 2- 10
Cu s @ Cs et cTaRTenl%en% 553 94,55

GU 5G| GTGTGH. GOUIL_ UGS DS

7 Daripada jumlah tersebut, 9 BS eTanrenfiGeamasulled,  YBS OLISS ST 5% TeT
seramai 511 orang sedang Gongsid 511 Cug 616557601 % W B UINGD, SFLDMT G EL e,
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KUALA LUMPUR, Jan 4 -- The

Ministry of Science, Technology
and Innovation (MOSTI) has
stressed that the COVID-19
vaccine will not cause long-term
harmful side effects on people’s
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Its deputy minister Ahmad
Amzad Hashim said the vaccine
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had been clinically tested and
would be regulated by the
National Pharmaceutical
Regulatory Agency (NPRA) of
the Ministry of Health.
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“All vaccines have side effects,
what is important is that the side
effects are not serious or
harmful, so far based on the
data we received the vaccine
does not have serious side
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effects.
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"Most side effects are temporary
such as injection pain, some
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may have fever or nausea,” he
said when met after appearing
as a guest on Bernama Radio
Jendela Fikir programme today.
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Malaysia has signed an
agreement with Pfizer-
BioNTech to procure 12.8
million vaccine doses and
another 6.4 million doses will be
provided by AstraZeneca as well
as several other suppliers.
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