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International Conference on Tamil Computing

and Information Technology (ICTCIT) 2024

Conference Schedule

Time Time Friday Saturday Sunday

14 June 2024 15 June 2024 16 June 2024
Dallas US India IST | Technical Sessions
08.00 — 18.30- Inaugural (30 min)
08.30 19.00
08.30 - 19.00 - Invited | (virtual) Invited IV (virtual) Invited VII (virtual)
09.30 20.00 M. Choudhury Raju Kandasamy K. Sarveswaran
09.30- 20.00 - Coffee Break Coffee Break Coffee Break
10.00 20.30
10.00 - 20.30 - Invited Il Invited V Invited VIII
11.00 21.30 Jayashree P Sobha L S Malaikannan
11.00 - 21.30 - CP Session | CP Session I CP Session IV
12.30 23.00 4 papers P1-P4 4 papers P5-P8 4 papers P9-P12

(each 20 min) (each 20 min) (each 20 min)
12.30 - 23.00 - Lunch Break Lunch Break Lunch Break
13.30 24.00
13.30 - Invited Il Invited VI BOF session
14.30 Vasu Renganathan Ruby Annette
14.30 - CP Session Il Tamil IT workshop
16.30 4 papers P13-P16 for youngsters |

Nithish Senthur

16.30 - Tea Break Tea Break Valedictory
17.00

Tutorial Sessions
08.30 - 19.00- Tutorial | (virtual): Tutorial Il (virtual) Tutorial VI
10.30 22.00 B Bharathi Pattabhi & Vijay M. Dhandapani
10.30 - Tutorial Il Tutorial V Tutorial VIII
12.30 Neechalkaran Dhivya Chinnappa Sounder Jeyabal
13.30 - Tutorial Ill Tutorial VI: Tutorial IX
15.30 Muthu Annamalai Parameswari K S Harikrishnan
16.30 - Valedictory
17.30
18.00 - Cultural Program & Cultural Program &
21.00 Conference Dinner Conference Dinner

** Those highlighted in blue are virtual sessions via Zoom
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CONSUL GENERAL OF INDIA
HOUSTON

June 05, 2024

MESSAGE

| would like to extend my best wishes for the International Conference on Tamil
Computing and Information Technology, organized by International Forum for

Information Technology in Tamil (INFITT) at the University of Texas at Dallas from June
14-16, 2024.

This event stands as a testament to the profound impact of regional languages
in the ever-evolving domain of Information Technology, including Artificial Intelligence.
Regional languages hold a unique and vital place in global communication and cultural
heritage. They not only preserve the rich history and traditions of communities but also
play an increasingly vital role in the digital age. By incorporating regional languages into
cutting-edge technologies, we ensure that cultural diversity is maintained and
celebrated, while also making technology more accessible to a broader audience.

Tamil, one of the world's oldest languages, exemplifies this beautifully. As a
classical language with a profound literary history, Tamil's integration into modern
computing and Al signifies the preservation and advancement of our linguistic heritage.
The role of Tamil in Natural Language Processing and real-time translation technologies
is particularly noteworthy. These innovations promise to bridge communication gaps and
bring people closer.

I commend the organizers and participants for their dedication and efforts in
promoting Tamil computing. May this conference pave the way for significant
advancements and inspire future innovations. | am confident that the knowledge
shared, and the networks formed here will contribute immensely to the global IT
community, enriching both academic and practical applications.

'z P@]m@

(D.C. Manj¥nath)

4300 Scotland Street * Houston, Texas 77007
Tel: (713) 626-2148 and (713) 626-2149 « Fax: (713) 626-2450
E-mail: cg.houston@mea.gov.in * Website; www.cgihouston.gov.in



DEPARTMENT OF
ﬁll—) COMPUTER SCIENCE

THE UNIVERSITY OF TEXAS AT DALLAS

Dr. Jey Veerasamy

Director, Center for CS Education & Outreach &
Professor of Instruction, CS

THE UNIVERSITYOF TEXAS AT DALLAS

800 W. Campbell Road MS EC31

Richardson, Texas 75080-3021

June 1, 2024

On behalf of The University of Texas at Dallas, | am excited to welcome the local families &
guests from all over the world to this Tamil Technology conference in our beautiful campus.
This is yet another way for us to engage more with the local community, especially with all
the families who speak Tamil. | believe ~20% of our international students are from
Tamilnadu as well. | hope they will also find this conference enjoyable and valuable to
connect to their roots. | also hope that the attendees will make a lot of connections and long-
lasting relationships. | am sure the conference will be a great success!

Q-

Dr. Jey Veerasamy



UeTeorTTL(h & &ewl& SN E S&HeU6L QST EHIL LI LDMHTH 2024
UMPS S
(D. QLIITeOTEOTEM 6UEC & IT
@AW GHT, SLILD @) 60 600TW L LILSHM6VESHLNELD (2000-
2003)

S16m600TCaUHSIT: LIMTT B G ITEF6IT LILSHM6VEH SN (2007-
2010), 6T6N. L 17.6TLD LIV &MV S S LNELD (2010- 2013)

WseL sLdlLh@ emneoorwl MHT(H), 1997-3LLD @b6e0oT(h), GO LDMHLD FmIss LI, flev ‘Sl

@) emeoorLILD 97" eT6dTm QUIWII6L HemLQUIMMGI. Internet 6TedTERID S BIF 6V QF TV GG
'@) 60 600T WILD' 6T60TERILD SLALPEFQFT6L6m6V &H6oot 1SS 2 VR MG QULPMHIH W QLIIHELD
FIMIGLIL,emTEFSFTIHLD. @) TevorLMeudl SLolLp@ emevorwl LOMHTH), ‘SOl @) 6mevoriLd 99’
6T6Tm QUIWIfl6L QFeTemeoTUI6L 1999-94h 3Levor(h LILIT6UT DTS HeOLQLIMHMSI.
@TBTLL 3H&5S 'S @ emevorwid 2000' IDMHT(H @evmkiensule HL 555
SULALLULD QBHSS. AHS DMHBITLIQ6T PeTCTMHUTL ()& Fal L LD 2000-34LD
31,600T(H) HEULDLIT LOMGHLD @ evmien&HUiley HemLQLIMMSI. 3HH& Fal L &H 6L
FLFTeuMH S BITL 19.6016VI6IT6T (LDE6OTEUT 856V ULTe00TE 5SS TLD 36U T &H6IT, 26085 3| 6mel6v
() @M WSSLOID UI6HG W 3(6e0N& 8 Gaueur(HlGILD6T UM THEH elILNumHs
P LGS B (5.2 (H60oT DR LDHEOT (LT TN BSTH. SHS 8 &6VIHSI60 T WITL 6016V
NmhS SIS T ‘2 G510 6TeiTelld 2 V& SS0LDS $5H6160 QSMN6V HIL LILDETMLD.
@QUWWEaTMSEH MG QUWKIGHILD QUIBENLD 6T60Td: &8 HL_IQUIG! BHTeT QUMM CUMI. HS
IBTLemL B S FmisLIL, e 2000-94D 2,600T(H O M6V LOMGHLD 22-24-94 1D

BT gerflev FenL QUMM Sl @ emetoril IDMBITL Q6 ‘2 G0’ (INFITT) QG TL MBI
UGS LG @6emeor LSS LOIE6T oL ielM&TS 2 S5055H 60 SLODE &6V ER&F ey
L& 56V, W6 CsMMH HLALD (UNICODE Tamil) eueTi&S), @ emevori&em Sl W&
allgalemng s, sUdp alflaligeals GMUT GG sTLLTG), W HIR e auflalgaisd Sl
SrLum®, WD aWwsHSIMm 2nM&H6eL (Tamil OCR), edlergetley &LAlLh (Tamil in Linux )
AH W LIl BEBHHTSH (D LU LI6ool &G W &6 (Working Groups) BloieuLILIL L eoT.
L1600 18- & (W & &6l 60T QEFWmUTH &6 LMWL &600fl5 S LA.LD LnMHmILD @)6m 600t WSS
aIeTIFS LMmMIULD 6lQeUT(H L60oT(HLD 2 501D HLSFHW SLALD @) 60)600T WL

ITBTH &6l HevbhHTule] QEWWLILL(HeTeTer. @aieueny (1997-09BH S 2014-616mI))
FmIsLLT, SUDLBTH), LCLFIWT, CW&&T, QLrwet], LsidCa] oy &l

B &erflev 17 Sl @ emeor IDMBT(H 86T HemL G LIMMI6TeTeoT. @LIQLITWS! TIC 2020
LUSQeTLLTeugl WmBmH @ emevor el Blaswpealerars ol WGHE SRHES

|6 && TSI

@BHS 25 2,600T(H G616V [HITLD &FMTH ST 606 6TEOTEOT 6TE0TMI 6TE00T600T L1 LIMTE8 @6 600TIq UL
GBI @&). JIMETLOMET SLAILD @) 6t 600T WIS 6T BIGH6T LIMIHSI6Temsor. LiIuGeuml 67L& SI([H
STLUMH &6l Gha @U@ WSS GSHSTLULTHS&E - GREGM Sl (Unicode
Tamil), 9|eDOTS S TGS SIHGS-FTLILMTH (TACE-16), 2pH W @ revor(® STLILITH&6T HLdlpss
STFML TR 6T FTULMTHSTTES JMHEHL QUMMICTEETTD. QFMMEF W6 s6rT, Sl
WSS 2N QLTI (Tamil OCR), CLIF &SSO 6T SIS S LAPMEHGLD CL6TLIOLW,
WSS CUFHFSSLALNTEHGLD QL6TLOWN, SO G uieL QMEIFQSFWTHSELD



GUMTETM LILGBEUM QLOETCLIMHETEHET 2 (HeUTE L QLMHMIGTGETTID. 2 0@ Swei
QMWL LD & SEHLD, SLOW6L FGLMH 2676 IMenmEWTHLD, SO QLomdlenwlds
&S|, ST alFalmml, Hem6v, @& LD, LissorLImEH LM Sinlbg G&meTeraLD,
P& & (LNG&6L LILL LI LI LILNM&mer LML L QUIT@H6T&HemeTu LD, sl urlw
SLALD 6T BTV &GS W LD HeoTevll 6 &mevor(h SLADLILIeo!] @umn) e FMHSQSTH
SLAILD @)em6moTWIL] LIGVSHEMEVSHHLNSHLD HemL G611 QLMMIETCETTLO.

SLE0TITEL @) LILIGOL LIL|&Q6m6L6VITLD &S em6TL] CUITUIEF GFITHSI6TeTeorelm? &LilemLp
L& QumPwmse|b alpsE QMPWTEeD Q& meor(Hl6TeT HITH &6rfl6T 278 & 860
gmm Q&FW6L LI(H & SI5 6TM6uTelT? @)6V6meV6ULI6Tl6v AFHME 2SSO 6TEOTE0T
QFWIWGaI6toT(HID? 6TLILIG & Q& UI6VLIL GaleuoT(hLD? 6TedTLIOIMEemM @) LDLOTHITL 1.6
FHVHSTUIHS (N6 QFUIWLCeI6DoTIY W Bleneuuley 2 6TGemmLD. . GLOSYILD ()6D)600T Ul & 6T
AL Wl allgalenlnd @D Lisoofl @ 6Tenlld Blenme] QLIMTLO6) 2 6Tengl. @)L1LI6oof]
BlemmeQLIm Q&ulw Galeoriqiemel LImMIW WIQQel(H&s8 Geusoriq.l Bleneuuiley

2 6T@eTmLD.

@ 6meoor L] LIWeTUML 19 MG @I M SO 6TW&ESI® (Unicode Tamil) rliLim(®)
eTeoTmILD, LM LWeTUT(H&HEHHEG 3I606TSH S 6T &SI (TACE-16) SFLILITGH) 6TedTMILD
SN T NS SI6TeTgl. eTLEVITL LIGTUM(H&HEHEGLD 21606015 S 6T(DSH S (TACE-
16) STLILTCL \MHS S 6T6dTLIemN S LILEBeum 2 Ul16 86T QeueflliLi(h g & ueTerer. @b
S|SB (D& B[ (TACE-16) STLILITL Q60T LILIETLIT(H) S0 l960TIT6V, 6 (HMI&H M

GFFHH WD ( Unicode consortium ) (B EIGN H6emEHH60 32-L90 (1 eminlilev @bs
SMEUTH S 6T S (TACE-16) STLILITL 1Y 60607 GF &S @) 60 FauerflSSleTeng). eTeor e,
SMEUTEH S 6T SI[H (TACE-16) STLILIMTL 19 60607 LILGeUMI LiwledTLIM(H Serflev
QEFWLIHSEH 2|5 60T LILIGTLITLL).6M60T G\LI[HE G LMTMI &6v0fl 55 L01LD

S| GOTLT&HE6TEUIEVEVITLD | 60TL|L 60T GHL (N8 G & IT6IT R 60T M 60T.

@eTm LILImedT, Qa&mlwm GuUmeTm HMTH &Herflel QFUWELIGILD 8560011 LI LTI 8658 G
BRI Qsflwumg. gUiumer, Qsmiflw Qumdsefle) QamTH &HeLILGILD

&L LeneTsem6T L QG LHlHHSI & meor(h 6 &FWeLL(H & 6Tmer. 2 608 QLo & erflest
STUALMAWTHW SO QTHle &L LM6T&H6TTey @ UG &eooflLIQUmlemnul
6ULLEUEDILDGH S @ UIGVITHIT 6T60T60T? N 6M60TH S 6T(WDSHSI( (TACE-16) STLILIT(H
QewwWLiL® el GUIEVT Blemev @HHS . GLIGLIMTWLS HHML @)6ven6v. @) 6ol
LUIQQWITIH &HeoolILIQUITlemUIS & Tevor LI 6TLIGLITLDSI? Assembler GLIMTM
eI F QFWeQ LML ( System software ) windows GLIMTETM @) Wl&HE GLOGITQ LIMTHEIT (
Operating System ) QL& UMMM 3|eM6TSHS! 6T &SI (TACE-16) SFLILIML 196V

QI IEMLNG G 62(H (LD(LDEMLOUITET &LAILD & 86001160t leml LI &8 (LDIQULD. @) LILIQQUIT(H
(WDemLowimer &LOlLD& & 6v0fl6oflemll LML S & QULPMHIGLIIHEG 2 (BLIT @H @ 6V&H LD
Lfler euprisLU@ILD eTeoTml IGeLF Wmailey HemLQLIMHM 12-6u8 SLALD @) emevoTl
LOMBTL 19607 CUIMDGES M6 & 5 (HIHE S5 60T. 2L,60TTEV @)60TMIRIENT 3|& Bl&HLpeI60eme6v.
aflemrallev & LILIGQUWIMTIH (D WemLOWITeT SLOlLD& 856v0fl6of] LILIGTUIML LY M S

T CeueooT(hILD 6T6OTLIGI 6T60TSI GLITAUT? 6T60T &560T6Y [BlemymMGeumILnm?
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LietTeoTTL_ (D & S600l1 SN G FHeUev QSTEleLHBIL LI LDTHTH 2024 F\MLUILITS HeoLGClLIM
6TEUTS 2_6TMIG60HS QIMDESIHEHM6T QS HlalE5 16 Q& TeTH eTCGMET. aUMPE HLAlLD!
QUETI& 86001155 0!

S| 60T L] L_60T,
LK%,

fp, —
e

1.6.2024 (((WP.QUITEOTEOTEM U ECSHIT )
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International Forum for Information Technology in Tamil

Dr. Nagamanickam Ganesan
NASA Johnson Space Center
Houston, USA
Chair, INFITT

02 June 2024

On behalf of the Executive Council of INFITT, I am excited to welcome the local Texas Tamil
families and delegates from all over the world to this Tamil Information Technology
conference in the beautiful campus of University of Texas, Dallas. This is yet another way for
us to engage more with the local community networking, especially with all the families who
speak Tamil. About 20% of the international students at UTD are from Tamilnadu.

There are hundreds of useful technical papers in the INFITT website presented during the
Annual conferences. I was the Chairman for INFITT Unicode Committee to enhance Tamil
encoding in the ISO 10646 standard, and we did it using the famous Madras Tamil Lexicon as
the basis.

Subject Matter Experts will be talking about many aspects of Tamil Computing under
development such as Artificial Intelligence and real-time translation between India's
languages between speakers on mobiles. Our National Poet, Subramania Bharatiyar said this
succinctly:

ST HSILU HeveuJ GUELD 2 6015 IT60T
&mepflullev CaLUGHHCHTT &(Hall Q&FuIGeumLD!

With Natural Language Processing, Al, and crowd-sourcing from Philological Databases such
as Project Madurai, the auto-translation of any two Indian languages between the ends of
mobile phones can be made perfect with the involvement of INFITT. This academic
conference will be its First step.

Welcome to Texas!

Dr. Nagamanickam Ganesan
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Dr Mylswamy Annadurai
Distinguished Scientist
Director(R), ISRO Satellite Centre
Bengaluru, INDIA

UMLDGSSHIF QF LS

2 &G S QFTLHeL BIL LIneTMLD "SI &evofleoflWwiD LDMHMID F&Ha160R & TSI

BIL LD eT6dTm Sem6eulILN60 (NeiTQeT(h &SI LSS FFaUCHF&H &([HHSHTHIG LM

"QSHHOEUGLEVITID SLALD (LPLP&HELD (PLPMHEIGE QFWIETT" eTeoTm LIMIQUl LIMTTS) 6TMmiGLD
& 600116011 6THeILD 6001601 6TEOTMI ETELEVITLD G 6votl60f] LDUWILD 6T60TMII (& LD @) 6T Ml

B 6L G @BHH HHS TV, HeoTsl Hevot 76 LA, eTL 1L &600fl6vld &Ll eor

& meull LIMJemeUd @& @b elleTFLD SHH BLILITT?

@W6Y, @& BTL&LD 6TeT (PSS aleTiSS SLOLE FhiIGLID @)6Tm @) (BHS BIHS TV,
&Heoofleofls SLALD aueTi&G W, SIDE Q&ML eIMLIETETISEHEHE &FLD @)(HEHN &
Q&EMHSHS HTHIG HTeL LIMLEFe6 SLALD aueTy el QFUSH HEGECLOm?

SL600TLY. (LNGH6V 3| TF QUM 3|6M60T6U(IHEGLOTEH, S M6E0TSH SIS GSGINMSH SMLD, QLITH6T
M6 Q& TEOTE0T UETEH 6T @)6dT M [BIHS TV, Q& WLIMem S Hlevorevor mledler eu LN mLpm
QUETIEFF &G FJIL&H6T LIeven U Frlg&sermldF QUGS mUUTCrT?

@eTrICsHmelleT &LOlbE &evoflentiw STLILNWLOLD, SLDLI6oTl6T & 6voflevfll &mem UL
eTetTml SLALDLI LjeuemLn s erfledt eTedTemmul HL G WU HLOLN6BT MBI 6vT(H &) 60T M 60T

QUETEH 6T, @ ETHBIGSHIT, LIMTE), &LDLIET 6T6dTm SLALDLI LI6VemLD&H6T @) 6tTemnml SLOILhE
&eoofleof] W MBS 6T LImM SjeUFall LIMTTenelderflev 6TedTeoT Gl&F M6V eI TT& 6T 6T60T LIS
@OmUTTem6l. SO, 2 6u8 AMlallwev QST HIL LI eueTFFFUN6L eTLiLIg Ll
LIlIg&ef&&Emal, @e6of] et Ll Likigetlsas Geaustor(hLD 6T6iTLS aUT&H6T QLMS&6TTs
@ BB [HEGLD 6T60TLIG HLOGI &MHLIEMET. 3,60T M6V Mlaflieh QS TO6L HIL LI eleTT&ER
SHLmeTUI 2 FHGH G, QFULTHEESH 6V 2 (HLIGCLIMID 6@H Hlem6v. Liey BImi
Slprsefler LmigserflLiL Geuermeoor mlellwiey Qs mdlev I LISH 0 HHSI, &6voflSHLD,
@uevLlwev, 2 ulflwev, BauH w6y, ID[HSSIAULD, 3 soieil w6y, 6umeofluley 6TeoTLl LIGVLILIGY
IMBIGMHIG6TI6L @ULILIENS 2 605D MWD, AHSHS HMMEET | 6M60TS S VLD
&eoofleoflulleler LimiseflliL INGHWTS euBR M. &evofleofluiley LSWLILGILD
emerrs Sl onlelley &L (HenFHebld 2 L Ger SLALHI6L aUBauS (NS, 6THS Qmdluiley
RIS HH S CLF T 2em& Bl STULAWLTLY Sl el GHLGLLIL Q&FUle Sl
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alemT @) 60TMI HLOLDMEL Q& UIW (LPLGUJLD 6T6dTM &56001160T 1S STeVEL L &FH) 6V
@HSEHCMTID. SIMIGHEICSH L6V LIV (WM &ET BLLILGILD HTeT 3l Geueor.

SLpTseflerr sLolh& & e6ofleofIW (LD6TG60T(H L LIL|& 86T, (W ME &6 oM mi

(P ETGETMHMMBIHEMETS (LN60Teol 1MIGSH & ST (HLD FH6TOMS lleThRIGD 2 V&S SLOlD
Q&P HIL LINGTMLD, &3O60T 14-16 BITL G616V QLG F 6N LI6V 8601605 &L 85 5 6V
BLEIID FTaICHEFSH &([HSSTHBIH MG T60TS LO6GOTLD BleMMBHSEH 6UITLDES Sl S6T.

(emeoTeUl HIT8 &Gevorg6or, GLITM Qg efymamdl, G CaqmUIT, (LDEM 6Tl
&6V WITEOOT & H&TLD, H(H L06vol1UILD 2 _6ITeT LIS W (LD 6m 60T LILITeoT & (WelM @G 6TeoTS
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31-05-2024

To

The Organizers, ICTCIT 2024

International Forum for Information
Technology in Tamil (INFITT),

University of Texas at Dallas,

Richardson, Texas, USA. !

SUB: Wishing Success for the ICTIT 2024 Conference.

Dear Organizers,

On behalf of the Non-Resident Tamils Welfare Board, I extend my heartfelt wishes for the
grand success of the upcoming International Conference on Tamil Computing and
Information Technology (ICTCIT 2024), scheduled to take place from June 14-16, 2024, at
the University of Texas at Dallas.

The INFITT’s efforts to bring together researchers in Tamil Computing, Artificial
Intelligence,and Information Technology are commendable. This conference, now in its 23rd
year, serves as, a crucial platform for sharing advancements and fostering innovation in these
fields.

Our Honourable Chief Minister of Tamil Nadu, M.K. Stalin, envisions making Tamil Nadu a
one trillion-dollar economy. This vision encompasses leveraging technology and innovation to
drive economic growth and improve the quality of life for all citizens. The collaboration and
knowledge exchange facilitated by events like ICTIT 2024 are vital to achieving this
ambitious goal.

It is also fitting to remember and honour the legacy of Kalaignar Karunanidhi, who
introduced India’s first Information Technology policy. His pioneering vision laid the
foundation for Tamil Nadu’s leadership in the IT sector, a legacy that continues to inspire and
drive us forward. The focus of ICTIT 2024 on Tamil Computing and Artificial Intelligence is
particularly relevant today, as these technologies offer immense potential for bridging
language barriers and enhancing communication. The innovative solutions being developed,
such as real-time translation between Tamil and other languages, reflect Bharathiyar’s dream
of seamless communication across linguistic boundaries.



I also take this opportunity to appeal for support and participation from the global Tamil
community.

Once again, I extend my best wishes for a successful and impactful conference.

Yours sincerely,

l:n; }.; H.nl ‘r'“)r‘

Karthikeya Sivasenapathy
Chairman,
Non-Resident Tamils Welfare Board
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Chatbot Applications in Agriculture

Sobha LL
AU-KBC Research Centre for Emerging Technologies
MIT Campus of Anna University, Chennai-600044

The need of conversational agents has become acute with the widespread use of personal

machines with the wish to communicate and the desire of their makers to provide natural
language interfaces (Wilks, 1999).

In 1966, Joseph Weizenbaum at MIT created the first chatbot that came close to imitating a
human and it was called ELIZA. Given an input sentence, ELIZA would identify keywords and
pattern match those keywords against a set of pre-programmed rules to generate appropriate
responses. Since the development of ELIZA, there has been considerable research in the field
of intelligent chatbots. The technology advancement in the field of Natural Language
Processing (NLP) and in other fields of Al gave intelligent chatbots which allow humans to
communicate in their language with computers. The architectures and retrieval processes of
chatbots take advantage of advances in machine learning and deep learning to provide faster
and reliable information retrieval processes, where responses are generated from the data given
for learning. There are chatbots which have adopted generative models to respond; they use
machine translation (MT) techniques to translate input phrases into output responses.

A chatbot is a software program that interacts with users using natural language. Different terms
have been used for a chatbot such as: conversational agent, machine conversation system,
virtual agent, dialogue system, and chatterbot. The purpose of a chatbot system is to simulate a
human conversation. The architecture of a chatbot integrates a language model and
computational algorithms to emulate informal conversation between a human user and a
computer in natural language. Chatbots has wide range of applications in various domains such
as education, e-commerce, hospitals and digital libraries.

After ELIZA (Weizenbaum, 1966) there has been several chatbot systems developed in
seventies and eighties with wide range of new architectures such as: MegaHAL (Hutchens,
1996), CONVERSE (Batacharia et al., 1999), ELIZABETH (Abu Shawar and Atwell, 2002),
HEXBOT (2004) and ALICE (2007). With the new algorithms and techniques of data-mining
and machine-learning, decision-making capabilities, availability of corpora, robust linguistic
annotations/processing tools chatbots have become more practical, with many commercial
applications .

In this talk, I will present a practical chatbot application, showing that chatbots are found in
daily life, such as in the domain of agriculture where farmers can get their produce prices,
availability of fertilizers in the nearby stores, bank loans available and many more in their native
language Tamil.
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As said earlier, chatbot is a software designed and developed to converse with human in natural
language. Chatbots are very useful in scenarios where the users adequately looks for
information from knowledge/information rich repositories such as webpages, database etc. It
finds its application in B2B and B2C applications. Most of the chatbots are flow-oriented, where
they try to spot the keywords and give answers which follow a predefine path. These are rules
driven chatbots. The knowledge is limited and presented as different scenarios and paths are
defined with rules. Sophisticated chatbots are built using artificial intelligence techniques such
as Natural language Understanding (NLU) and Natural Language Generation (NLG). Chatbots
can be categories into following types.

Flow-Oriented Chatbot: These are popular and easy to develop. It has a predefined knowledge
source in the form of rules. These are suitable for much focused tasks.

Artificial Intelligence Driven Chatbot: These are considered as most sophisticated chatbots.
There are only few Al driven chatbots. ‘Mitsuku’ is one of the present day popular Al driven
chatbot. These chatbot are driven with NLU and NLG techniques.

Hybrid Bots: As the name suggests these chatbots are built using flow oriented architecture
and a limited Al driven mechanism is used whenever the focus of the conversation is deviated
for the specified domain.

Human Supported Bots: These are flow oriented chatbots, where the conversation is
monitored by human. When the conversation becomes irrelevant the human intervenes and start
giving the answers and these answers are recorded in the knowledge base.

Chatbots are also used for other tasks such as gathering information in call centres and
Customer Relation Management (CRM) systems. There are other applications such as
automatic telephone answering systems, tools to aid in education, business and e-commerce.
Chatbots are also employed in technical call centres, where it understands the requirement of
the customers with a set of questions in the conversation and redirects the call to the appropriate
executive. The chatbot platform which can handle Tamil conversations pertaining to agriculture
analyses the intents of the user in Tamil and relevant responses to the intents are provided to
the user in Tamil.

The application mentioned above requires natural language understanding by the system and
hence requires deep analysis of language beyond the sentence level. A conversation is a
dialogue that happens between two or more persons and it has one to one binding. The minimum
unit of conversation is a pair of intent and response<I,R> and it can be defined as a cluster of
sentences which are related to each other or bound to each other. Hence analysis beyond a
sentence is necessary to understand a conversation and this comes under discourse analysis or
text analysis.

Hence for any NLU application, discourse needs to be analysed. Recent research in textual
information science has increasingly turned to text processing beyond sentence level. Text has
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a rich structure in which sentences are grouped and related to one another in a variety of ways.
To understand a text, one must understand the relations between its parts and determine how
the various propositions fit together.

Halliday and Hasan (1976) suggested that a text is coherent as a result of cohesion which is
defined as “a semantic relation between an element in the text and some other element that is
crucial to the interpretation of it”. Central to cohesion is the notion of texture created by
linguistic features such as reference, substitution, ellipsis, and conjunctions that create thematic
relations between two or more clauses or within independent elements in the text. To understand
the natural language these linguistic features needs to be analysed. Conversation which is
central to a chatbot needs to be analysed at all the above mentioned levels. The chatbot system
developed uses the following Methodology and Architecture.

The chatbot converse with human in free running Tamil language. The development of the
chatbot are divided into two steps. First is the customization of the chatbot platform according
to our need. Second in the core Al driven engines, which receives the user input, understands
it, extract the answer from the knowledge base and present in natural language text. The Al
engines comprises of three modules; a, Natural Language Understanding Engine Development,
b, Natural Language Generation Engine and c, Knowledge base creation Engine. These
modules are explained in brief.

Natural Language Understanding Engine: This engine understands the free running Tamil
sentences, given as input by the user. These sentences are processed with syntactic processing
modules, namely, morphological analyser, POS tagger, Chunker, Named Entity Recogniser and
Clause boundary analyser. It is further processed with anaphora resolution engine to resolve the
referential entities in the sentence. To resolve the anaphoric expressions, we use two preceding
conversations are considered. After these processing of the sentence it is presented in a machine
understanding form.

Natural Language Generation Engine: NLG engine has two parts. First part has to find the
required answers for the input sentence which has been converted into machine understandable
form. Second part is to present the information found from the knowledge base in near natural
Tamil sentence construction. We require sentence construction engine and morphological
generator engine for these generation task.

Knowledge Based Creation Engine: Knowledge base is the repository of the domain
dependent information which is made available in machine understandable form. Here the
source documents are converted into knowledge graphs such as conceptual graphs and made
suitable for extracting information required for the input sentence from the user. Knowledge
base development engine is a generic engine. This allows the customization of chatbot to any
required domain.

The chatbot has other Al modules which are used for calculating the prices vegitables, fruits ,
grains etc. It has separate modules which generated graph for the commodity prices and
collecting data from various sources. The agriculture chatbot in Tamil is a complete chatbot
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where information related to agriculture needed by famers, traders and administrators are
provided in native Tamil language

References
Abu Shawar, B. and Atwell, E. (2002). A comparison between Alice and Elizabeth chatbot
systems. Research Report 2002.19, University of Leeds — School of Computing, Leeds.

Artificial Intelligence Foundation (2007). The A. L. I. C. E. Artificial Intelligence Foundation.
Published online: http://www.alicebot.org oder http://alicebot.franz.com/.

Batacharia, B., Levy, D., A., R. C., Krotov, and Wilks, Y. (1999). CONVERSE: a conversational
com- panion. In Wilks, Y., editor, Machine conversations, pages 205-215. Kluwer, Boston/
Dordrecht/ London.

Halliday, M. A. K., & Hasan, R. (1976). Cohesion in English. English Language Series,
London: Longman.

HEXBOT (2004). Hexbot chatbot website. Published online: http://www.hexbot.com/.

Hutchens, T. and Alder, M. (1998). Introducing MegaHAL. Published online:
http://cnts.uia.ac.be/conll98/pdf/271274hu.pdf

Weizenbaum, J. (1966). ELIZA — A computer program for the study of natural language commu
nication between man and machine. Communications of the ACM, 10(8):36—45

Wilks, Y. (1999). Preface. In Wilks, Y., editor, Machine Conversations, pages vii—x. Kluwer,
Boston/- Dordrecht/London.



22

Building Tamil Treebanks

Kengatharaiyer Sarveswaran
Department of Computer Science, University of Jaffna, Sri Lanka.
Department of Linguistics, University of Konstanz, Germany.
sarves @univ.jfn.ac.lk

Treebanks are important linguistic resources, which are structured and annotated corpora with
rich linguistic annotations. These resources are used in Natural Language Processing (NLP)
applications, supporting linguistic analyses, and are essential for training and evaluating various
computational models. This paper discusses the creation of Tamil treebanks using three distinct
approaches: manual annotation, computational grammars, and machine learning techniques.
Manual annotation, though time-consuming and requiring linguistic expertise, ensures high-
quality and rich syntactic and semantic information. Computational deep grammars, such as
Lexical Functional Grammar (LFG), offer deep linguistic analyses but necessitate significant
knowledge of the formalism. Machine learning approaches, utilising off-the-shelf frameworks
and tools like Stanza, UDpipe, and UUParser, facilitate the automated annotation of large
datasets but depend on the availability of quality annotated data, cross-linguistic training
resources, and computational power. The paper discusses the challenges encountered in
building Tamil treebanks, including issues with Internet data, the need for comprehensive
linguistic analysis, and the difficulty of finding skilled annotators. Despite these challenges, the
development of Tamil treebanks is essential for advancing linguistic research and improving
NLP tools for Tamil.

1.0 Introduction

Treebanks are important because they provide structured, annotated corpora that serve as crucial
resources for training and evaluating Natural Language Processing (NLP) models. They offer
detailed syntactic and sometimes semantic information, which helps in understanding the
grammatical structure of languages.

These treebanks are then used to build tools called parsers, which are employed to parse
sentences and obtain their syntactic analyses. Parsing is considered a core task in NLP and is
crucial for enabling computational models to understand the syntax of a language.

Treebanks support the development of parsers, which are essential for applications like machine
translation, sentiment analysis, and information extraction. For instance, the Penn Treebank
provides detailed part-of-speech tagging, hierarchical structures capturing syntactic
relationships, and a clear demarcation of phrases (e.g., noun phrases, verb phrases, prepositional
phrases). A sentence such as “The teacher explained the complex topic to the students" can be
annotated in a Penn Treebank-inspired way as follows:
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(S
(NP (DT The) (NN teacher))
(VP (VBD explained)
(NP (DT the) (JJ complex) (NN topic))
(FP (TO to)
(NP (DT the) (NNS students)))))

In this structure, NN, DT, JJ, etc., are part-of-speech tags. The bracket structure shows the
hierarchical structure of the sentence. NP, VP, and PP are phrases. Although the Penn Treebank
provides a framework for English syntactic annotation, it can be adapted to Tamil or other
languages with specific adjustments to account for linguistic differences. For instance, the
phrases sometimes need to be reordered to fit the structure. The Tamil translation of the sentence
given above is shown in (1), and the syntactic tree for that would be (2).

(1) myFdwit Fesseomer FHENEOLIEN LI LD 6001 6 1T 6 (6T 5 (F il e & e
dacinyar cikkalana talaippai manavarkalukku vilakkinar
teacher complex.Ad]  topic.Acc student.Pl.Dat explain.Past.3SgEpi

“The teacher explained the complex topic to the students”

2) (S
(NP (NN 3= flwirr))
(VP (VB allsns& armit)
(NP (JJ g ss0mar) (NN sepavtiani))
(PP (TO e aurrs@nsd )

These annotated data for English and Tamil are useful for performing phrase structure
alignment, and therefore, useful for developing machine translation applications, for instance.

Treebanks also facilitate linguistic research by providing data that can be used to test linguistic
theories and hypotheses. Additionally, treebanks enable cross-linguistic studies and the
comparison of syntactic phenomena across different languages. For instance, Futrell (2015)
shows that Tamil has the highest degree of free subject and object order using a cross-linguistic
analysis from treebanks available in the Universal Dependencies repository.

Although large language models (LLMs) are mostly trained using raw text, treebanks are crucial
for evaluating whether LLMs capture syntactic nuances of languages. For instance, Tenney et
al. (2019) evaluate the Bidirectional Encoder Representations from Transformers (BERT)
model using a treebank to check its linguistic capabilities.

In summary, treebanks are essential resources for training and evaluating computational models
and conducting linguistic studies.

In this paper, I discuss how we built Tamil treebanks using various approaches and some of the
challenges encountered. The paper consists of three main sections: Building Treebanks,
Discussion and Conclusion.
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2.0 Treebank annotation formats

Several annotation schemes are used in different treebanks, including the Penn Treebank
annotation (Marcus, Marcinkiewicz, & Santorini, 1993), the Prague Dependency Treebank
(PDT) annotation (Haji¢ et al., 2001), the Paninian Dependency framework (Bharati & Sangal,
1993; Begum et al., 2008), and the Universal Dependenlies annotation (Nivre et al., 2016).
Each of these schemes captures various levels of syntactic and sometimes semantic information
and is backed by various linguistic theories.

The primary classification of these schemes can be divided into phrase structure, as followed
in resources like the Penn Treebank, and dependency schemes, as used in Universal
Dependencies. Analysing the pros and cons of these schemes is beyond the scope of this article.

Among the available formalisms, the dependency grammar formalism is particularly useful for
languages such as Tamil, which are morphologically rich and have relatively variable and less
rigid word order (Bharati et al., 2009). Since sentences can be constructed with various word
orders, phrase structure rules can easily break down. To accurately capture even a simple
sentence, multiple phrase structure rules are often required.

Let’s take the example sentence in Tamil as shown in (03).

(03) [Gausflyneyssisrn MepnFsi] [ofuTans BlIfl S Fnms] [y siTausnT] [FHEHIFHSTT]
veliyuravutturai amaiccar mariyatai nimittamaka anvarai cantittar
foreign-depart Nom minister Nom courtesy out-of Adv anwar Acc meet Past 35gEpi

Foreign Minister paid a courtesy call on anwar

The sentence in (03) is in the form of NPsu,j ADVP NPoy; V, and this phrase order can be changed
in Tamil, for instance, to NPobj NPsuj ADVP V or ADVP NPsuyj NPop; V. To effectively capture
this simple sentence, you would need to write at least three different rules in the phrase structure
formalism.

On the other hand, a single dependency structure can capture this free-word order nature, as
shown in the figure below. Even if the word-order changes, the same dependency rules apply.

abj root
F/"-’ nsubj ™
f —— — Y
nmad .“/ nmod advmod ‘1| punct
g A ' )
Y | ! ' | [ ¥
FROPN NOUN NOUMN NOUN ADV VERB PUNCT
Mmm_ ) WW_ m.ia.g”_ af.:ﬂ:ﬂzg_ Wﬂ gr;g,sjlj,sﬁai N ;

Figure 01: The Universal Dependencies based dependency structure for (03)

There are other linguistically rich and deep grammar formalisms also used to create dependency
treebanks. For instance, Lexical-Functional Grammar (LFG) (Kaplan & Bresnan, 1981)
provides both a constituency (c-structure) and a dependency (functional structure or f-structure)
representation. Figure 02 shows an analysis of a simple construction using the LFG formalism.
As illustrated in Figure 02, the constituency structure (c-structure) is represented in the form of
a tree, while the dependency structure is shown as an attribute-value matrix in the functional
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structure (f-structure). Even if the word order changes, the f-structure remains the same,
whereas the c-structure will change.

C-structure F-structure
ROQT PRED ‘Ggr_dgs[Hiempd], [1igrré_i]>’
s THS-ASP | TENSE pres, MOOD (ndicative
. ra . PRED ‘wrmaLi'
MP MF P s | oo o |
| | — NTYPE NSEM MMON count
N N Y NSYN common
PFORM &, PERS 3, NUM sg, HUMAN -,
| | GEMND neut, CASE acc, ANIM +
Fardl  wIr&_sng CEn_&daprd

PRED ‘srpgl’

NSEM | COMMON I'_'IJIJI'I'..|
NSYN common

SURB] NTYPE

PERS 3, NUM 53, HUMAN +,
GEMND neut, CASE nom, ANIM +

_ | ¥TYPE main, PASSIVE -, CLAUSE-TYPE cecl

Foohl 1oTHenTSs GeETL SFF ST TT
carati tirGkfarait  tofakkinrar
driver tractor Acc start.Pres 35gEpi
The dniver staris the tractor
Figure 02: An example for a Lexical Functional Grammar analysis

2.3 Building treebanks

This section outlines the creation of Tamil treebanks using three distinct approaches: manual
annotation using the Universal Dependencies, computational grammars, and machine learning
techniques. There are several annotation schemes available, as mentioned earlier. In this section,
I will discuss the schemes I used to annotate treebanks, as examples.

2.3.1 Building treebanks using manual annotation

Treebanks can be created manually by trained annotators and linguists. For instance, the
Modern Written Tamil Treebank and the Aalamaram Tamil Treebank were created manually.
This is a time-consuming and tedious process, requiring annotators to have extensive training
and an in-depth understanding of Tamil linguistics.

The typical manual annotation process involves selecting and cleaning the data. Then,
annotators are trained to annotate the data using an annotation guideline. For languages like
Tamil, such guidelines may not exist initially and need to be bootstrapped. Typically, an initial
version of the guidelines is taken from another language and then iteratively adapted and refined
for Tamil during the annotation process.

Currently, the Universal Dependencies (UD) framework is widely used to build treebanks for
various languages. In the latest version of Universal Dependencies, 283 treebanks have been
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created using 161 languages worldwide. Some of these treebanks are created based on specific
themes. For instance, there is a Vedic treebank created by an institute in Switzerland.

At least four efforts have been made to create a Universal Dependencies treebank for Tamil.
One such treebank was initially created using another dependency scheme called the Prague
Dependency Treebank (Ramasamy, 2011), and then it was converted automatically using a
script. Therefore, there are some flaws in the treebank. The Modern Written Tamil Treebank
(MWTT) by Krishnamurthy and Sarveswaran (2021) was created using examples extracted
from grammar books. This MWTT consists of 600 sentences. Recently, two other large-scale
Universal Dependencies treebanks, each with roughly 100,000 tokens, have been created by
two groups of researchers (Abirami et al., 2024).

Table 01 shows the basic information captured in Universal Dependencies. However, all this
information can be extended to capture language-specific features. The initial set of features
was proposed by researchers considering cross-lingual and multilingual processing. For
instance, Abirami et al. (2024) extended this specification to capture Named Entities in the
Tamil treebank. The authors used the Misc field to include NER annotation. This field was
previously used to include the transliteration of forms and lemmas of the respective sentence.

Table 01: An example of the Universal Dependency annotation {(CoNLL-U format)

ID Form Lemma POS XPOS Morph-features ) Rel Deprel Mise
Case=Nom|Gender=Masc|Number=Sing

1 suwer  evonusit NOUN |Person=3 4 nsubj -
Case=Ins|Gender=Neut|]Number=Sing

2 smailwmsy Fral NOUN _ |Person= 4 oblinst —
Case=Acc|Gender=Neut|Number=Sing

3 szead sH:ay NOUN _ |Person=3 4 obj -

Gender=Masc|Mood=Ind|Number=Sing|
Person=3|Polanty=Fos|Tense=Fast|

4 SmmsTsitHm VERB _ VerbForm=Fin|Voice=Act 0 root -
PUNCT _ PunctType=Pen 4 punct —
nsubyj root
I.f’ff abl:inst \\,
[ — T '
f/ obj ".I punct
l | () 0
| - | B | | 1
NOUN NOUN NOUN VERE PUNCT
LT FaLTaL SFEAS SlnGFirar .

Figure 03: A dependency graph for the annotation given in Table 01.

2.3.2 Building treebanks using Computational Grammars

Grammar-based treebank development is not very popular because it requires significant
linguistic knowledge, familiarity with grammar formalisms, and the ability to model these
formalisms using computers to generate treebanks. These grammar-based annotations are
primarily used for linguistic analyses and comparative studies. There are a few modern
linguistic formalisms, such as Head-Driven Phrase Structure Grammar (HPSG) and Lexical
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Functional Grammar (LFG), that are actively used to develop grammars for various languages.
These two formalisms are also called deep grammar formalisms because they can model deep
syntactic structures that are invariant among languages and provide ways to handle various
syntactic transformations using syntactic rules, such as passive and dative shifts.

An effort has been made to build a Tamil Lexical Functional Grammar, which is still a work in
progress. Currently, the grammar has been implemented to parse very simple sentences taken
from elementary Tamil books. Additionally, sentences were obtained from the Parallel
Grammar project (ParGram)(Butt et al, 2002), which aims to develop parallel LFG grammars
for several languages worldwide to support cross-lingual analyses.

Lexical Functional Grammar is a useful formalism and is now being widely used for various
levels of linguistic analysis beyond morphosyntax, including prosody and semantics. However,
there is still a long way to go in this respect for Tamil grammar. The environment used to write
LFG grammars is called the Xerox Linguistic Environment (XLE). In this environment, phrase
structure rules, lexical rules, and lexicon entries are used to build the complete grammar. It is
important to note that the XLE environment also supports the integration of morphological
analysers developed using Finite-State Transducers (FST), which increases the robustness of
the grammar.

Once the grammar is in place, it can be converted into a parse bank (Sulger et al, 2013), which
consists of all the annotations along with the sentences. Platforms like the Infrastructure for the
Exploration of Syntax and Semantics (INESS) host such parse banks and treebanks, providing
access to parallel analyses (Rosén, 2012). There have also been attempts to convert parse banks
generated using Lexical Functional Grammar into other treebank formats, such as the Universal
Dependencies.

2.3.3 Building Treebanks Using Machine Learning Approaches

Treebanks can also be built using machine learning or deep learning approaches. Several off-
the-shelf tools are available for building treebanks using Universal Dependencies parsing,
including Stanza, UDpipe, and UUParser. These tools can annotate given sentences using the
Universal Dependencies framework. However, to train these parsers, annotated Tamil data is
necessary. One approach, called multilingual parsing, helps train a parser for a language using
data from similar languages. The effectiveness of this method depends on the accuracy of the
data from the other languages.

We built a deep learning-based parser called ThamizhiUDp (Sarveswaran & Dias, 2020) using
deep learning and a widely used low-resource language processing technology called
multilingual processing. Instead of using a machine learning or deep learning approach to
annotate the treebank end-to-end, we employed various tools to create the annotations through
a multi-stage approach.

First, existing POS-tagged corpora were collected, and a POS tagger was trained using available
POS-tagged data to perform part-of-speech tagging with Stanza (Peng. et al, 2020). Then, based
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on the POS information, ThamizhiMorph (Sarveswaran et al., 2021), a finite-state
morphological analyzer, was used to include UD morphological features in the data.
Subsequently, a UUParser-based multilingual parser (Smith, 2018) trained using Hindi, Arabic,
Telugu, and Turkish languages was used to annotate the dependency information. We also
manually annotated a dataset to validate the parser for syntactic coverage and the parsing
accuracy.

Data quality and the amount plays a crucial role in multilingual parsing. For example, although
Telugu is in the same language family as Tamil, the parser gave better results when trained with
Hindi data, as the Hindi treebank contains a substantial amount of manually annotated data.
Some of these experiments were reported in Sarveswaran & Dias (2020).

Several off-the-shelf Universal Dependency parsers are also available online for Tamil.
However, since these are trained using the data available online, the quality of the analysis is
often very poor.

English Urdu Tamil
EoSirialaed F-structure F-structure
PR ‘givm<] LEtarmar], [ Z:naighbar], [4-tractor] s’

PAER  'dF<[71:ksshn] [13:hametya], [ STrEETarps" - ‘asge[i Sntmerd ], [1narici], [Bubnigaipisari]>’

TRE-ASP TENSE post, PROG -, PERF -, MODD Inaicative | THS-ASP | WOOD inciove, ASPECT cert |
N e i = THS-ASF TEMSE [aar, MO N n:l
L5 | GOWL -, RGENTIVE +
— ;:‘:?IT:E o D TrifaTar’ - ey
= "
SPEC DET DET-TYPE il |
i nans | EreMOM count Rt MEEM | COMMOM oot
METH comon SRTH o . MSEM | COMMON count |
L om e
{ FRED ‘ald’ :] PRED ‘puAna’ MSTR comimar
ADIUMCT DEGREE oitive, | ADIUHCT LM =, GEND mass, ey
TP st | { DEGREE cca v, ATYPE attributies ¥ ADRUMCT | |"“‘ — D
FERS 5, MUM 5, CASE 06 PERS 1, NGM =7, GEND mass, GASE pl FFORM &=, PERS 1, MUM =5, HUMAN -, GEND nzuf,
PRED  ‘neighber’ PRED ek CASE acc, ANIM +
S PRED  ‘séspge fiarsi’
MTYPE | WEYN prosa PRSI0 “eps T—
on) L )| Poen, FELALTYRE poan, Fiich e poss | { MTYRT .| WSYN omanus } e PO | - )
5. HLUM PROM-TYPE rofl, MU 3,
GEND-SEM ~al OR}GD B m: ORIz i RSEM .| COMMON coun |
NTYPE MSTN comimen MEYN comman
PERS 1, MUM =3, CASE ol wrvpe | MSEM | comsaon coure| | PROM-TYPE cass, PRORM ¢, PERS 3, WUM 53,
S WSYH commer HUMAN +, GEND riziit, CASE dar, ANTH +
PERS 2, NUM 5, GEMD o, CASE dat y .
e ogy | RSO e | 5 S50 e PRED s g
- DET-TYPE def PRED 'kishn' msEM . | coMMON counl |
NTYPE S
NTER HEEH COMMON Count | SRS Nrype | MESEM | COMBAON court | | d MNEYH comman
WEYH common MEYN commen PERS 3, NUM 57, HUMBN +, GEND ned,
PIRS 1, MUM 51, CASE mom IPERS %, NUM sz, GEND mor, CASE a1 CASE nom, ANIM +
WTWPE muin, PASSIVE -, CLAUSE-TYFE cacl | VTYEE raie, PASEIVE -, CLAUEE-TYFE decl VTWBE e, PASETVE -, CLAUSE-TVRE dec
My neighbor was given an old kisAn nE apnE hamsAyE kO sl e FTudl Hame)
P = B e f
tractor by the farmer. purAnA TrEkTar diyA LSS5 (5SS TTHS S 605

LISHLOW L} TTHL a0 GlasThHEFHTr

Figure 04: Parallel analyses for “My neighbor was given an old tractor by the farmer”
in English, Urdu and Tamil using the Lexical Functional Grammar formalism

4.0 Discussion

We faced numerous challenges while building Tamil treebanks. This section highlights two such
challenges related to data and the annotation process.

4.1 The Nature of Internet Data

The sentences taken from grammar books were well-structured and clean. However, the data
found on the Internet presented several issues, including the following:
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e Code-mixed Data: Many sentences include a mix of Tamil and other languages,
complicating the parsing and annotation processes. In addition to the language code-
mix, there was also junk data found in the dataset, such as HTML tags.

e Spelling and Grammar Mistakes: Internet data often contains many spelling and
grammatical errors that can complicate the annotation process. Annotators always
struggle to get the context in such cases and decide whether to annotate incorrect
sentences or not. However, sometimes it is also important to annotate incorrect
sentences to train the model effectively.

e Fragments: Incomplete sentences or sentence fragments are common, making it difficult
to provide accurate syntactic and/or semantic annotations.

e Dialects: Tamil has various dialects, some of which are not easily understandable or
standardised, posing additional challenges for consistent annotation. It also depends on
the treebank design whether to annotate dialects or not.

While these problems are common for any application development using Internet data, they
are particularly challenging for treebank creation, where we seek linguistic insights. For
instance, syntactic ambiguities can lead to multiple parse trees. Handling code-mixed data is
also challenging.

4.2 Linguistic Analysis

This is the most significant challenge we face when building treebanks. Annotators need an in-
depth linguistic understanding to accurately annotate sentences. However, since there is no
modern comprehensive grammar available for Tamil, identifying analyses can be difficult. For
instance, light verb constructions are challenging because identifying and annotating their parts
in Tamil can be complex for annotators. Additionally, mixed categories present difficulties;
certain constructions in Tamil, such as vinaiyaalannaiyum peyar, exhibit both nominal and
verbal features, complicating their categorisation and annotation (Butt et al., 2020). Handling
and annotating these requires deep linguistic understanding.

Very long sentences found in formal writing are also problematic. For instance, we encountered
sentences with more than 40 tokens. When the number of tokens increases, marking
dependencies becomes very challenging for humans, even though most of these are central
embeddings or modifiers.

Tamil words often contain packed linguistic information. To annotate them, we need to break
them into individual pieces that can be marked for syntactic information. For example, we
tokenize clitics from the forms to mark their syntactic roles. For instance, Figure 05 shows how
-um is tokenised to mark concessiveness and the conjunction.

Furthermore, people tend to stack more and more tokens to form compounds, complicating
language processing. In such cases, we need to break them into multiple tokens to capture their
syntactic information. However, breaking such tokens is not straightforward due to the nature
of Unicode encoding and the abugida writing system. Additionally, deep linguistic knowledge
is required to break them accurately.
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Kumar come_Past Consessive speak-no. kumar.and raja.ana came
Although Kumar came, he did not speak. Kumara and Raja Came.

Figure 05: Concessive and Conjunction functions of ‘um’

Identifying good annotators passionate about linguistic annotation is very challenging. While
we can find native Tamil speakers, not many have an understanding of linguistic phenomena or
it was hard to train them. Moreover, many linguists today prefer other branches of linguistics,
and few are interested in studying language structure.

Despite these challenges, the development of Tamil treebanks is crucial for advancing linguistic
research and improving NLP tools for Tamil. The efforts to overcome these challenges
contribute to more robust linguistic resources.

5.0 Conclusion

In this paper, I have briefly outlined three approaches for building treebanks: manual
annotation, grammar-based parsing, and machine learning approaches. Each of these methods
captures different levels of information. However, the amount of information they can capture
can be expanded using language-specific features. A significant advantage of formalisms and
annotation schemes discussed is their expandability. Among these, Lexical Functional
Grammar (LFG)-based parsed treebanks are highly deterministic and built on a solid linguistic
foundation. Therefore, they are particularly useful for linguistic analyses.

Furthermore, these treebanks are crucial in the current era of Large Language Models (LLMs)
as they can be used to fine-tune and evaluate these models, making the models more effective
for a wide variety of tasks. Although there have been some efforts reported in creating
treebanks, there is still a long way to go. More studies related to Tamil linguistics are needed,
especially to capture contemporary Tamil and dialectal variations.
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Introduction:

In my efforts to build a robot that can speak and understand
Tamil along with accessing information in Tamil from databases
and express in both written and spoken form, I do make a constant
progress. Thanks to the evolving Al technology with the efforts of
many companies and institutions, including Google, Microsoft,
Open Al, Facebook and so on. My earlier papers on this topic
were published in the proceedings of the international conference
on Tamil Computing conducted by the International Forum for
Information Technology in Tamil (INFITT). (cf.
http://www.uttamam.org/papers/21 32.pdf, http://www.uttamam.org/papers/13 11 .pdf and
http://uttamam.org/papers/tic2023.pdf). It has been a very challenging pursuit, and these

attempts made some progress over the period of time in the way how a machine can be used to
interact with in human languages. I present here the recent development of this research
showing enormous progress over my previous attempts. What is presented here is different
from the earlier attempts in that this research makes use of the advances of Google’s speech
recognition and text to speech technology (cf. https://cloud.google.com/text-to-speech) in a
much more efficient manner than before. As a result, the robot that is described here is enabled
to deal with multiple languages, not restricted to Tamil. All of what is discussed in this paper
can be extended to other languages also without any restrictions whatsoever. In a way, the robot

that is attempted here is multilingual in nature with the ability to switch between languages
through the spoken medium.

Single board computer and Linux Operating system:

With the advent of single board computers such as Raspberry PI and use of an efficient
operating system such as Linux along with powerful programming languages like Python, PHP
etc., it is now possible to make use of all the technological advancements in a portable platform
so building robots can be possible containing all of these resources. What is introduced in this
work is a small box capable of moving around with four wheels and can be commanded fully
by voice. With the possibility to connect to internet and making a local network, it becomes
possible to connect to internet to retrieve relevant resources and make them available to the
users over the voice technology as well as textual medium in the local webserver. With the use
of MySQL database and Apache webserver, it becomes possible to build a local network where
the robot can interact with constantly and retrieve commands as stored in the database.
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Salient features of the multilingual robot:

1) This Robot can interact in any language from one’s choice, provided corresponding table for
commands are already supplemented using the portal from local webserver. So far, it is ready
to be used for Tamil, English, French, Hindi, Telugu and Malayalam. The input voice is passed
over to Google’s speech technology application through WIFI and transforms into text so the
robot can make use of it in a meaningful manner based on the input text. The application of
this robot is exponential provided the scope is well thought out with sufficient changes in this
application.

2) Movements: Once a language is chosen, we can start interacting with it in the respective
language. We can give commands like go forward, backward, circle around, go to kitchen and
order coffee, take this pencil to the living room and so on. Corresponding Tamil commands are:
‘wperestmev CGunmis', e Cumms', ‘Cumissl G @QumEs’, ‘FemwweeampseL Guimu
s1LIL9 Genevgymis', and so on. We can also record a set of movements and ask it to go to kitchen
and come back; get coffee from kitchen, distribute these snacks to guests and so on. These can
be done in all of the languages that Google supports English, Telugu, Malayalam, Japanese etc.
(https://cloud.google.com/translate/docs/languages):

3) Translation: We can ask it to translate to other languages. Once we tell the target language,
it will translate all what you say in the target language using the Google’s Translation technlogy.
The relevant commands in Tamil for this are: ‘eflE®0e Geredayms, ‘@&wrTs® 066
Qeraveyms and so on. In English the corresponding commands are: ‘translate to Hindi’,
‘translate to French’ and so on. The command °‘translate to English’ brings back to the
monolingual state.

4) Making quizzes: It can pronounce difficult expressions in the language we interact with and
ask you to repeat. So, lines from poems, complex spoken expressions, vocabularies etc., can be
included in the form of a quiz. It switches to quiz mode and quizzes you. New quizzes can be
added interactively from a localhost webpage. Some of the tests that are stored for Tamil are:
‘Dumsgmer Csiel, ‘ypprayrn Gsiey'. Corresponding commands in English are: ‘difficult
expressions’, ‘English test 1" and so on.

5) Audio files stored locally or on the internet can be accessed and played through any command
we add in local server's portal. What is available in the dialogue form in the Tamil learning
website http://learn.tamilnlp.com can be accessed with corresponding commands such as:

‘Ca1LH&s eraien Q) r%@, OumbL Geublev GFmewpimis and so on. In this respect, any audio
files including music, dialogues etc., that are freely available on the internet can easily be
accessed using this resource.

6) One can save their schedules and things to do, and it will remind you whenever you start the
conversation with your name in the language of your choice. One can also add more reminders
for it to remind you at a later time. Relevant commands in Tamil for this purpose are: presr
ereren OFuiwemih, $5% B EI%er, LB e GlFuiymsarand so on. In English, the corresponding
commands are ‘add to my schedule’, ‘what is my schedule’, ‘remove my schedule’ and so on.
7) Wikipedia resources can be accessed as needed: It is possible to get information from
Wikipedia and report it in the language of our choice. The command relevant to it in Tamil is
using the phrase ‘@1t upp) Cleredeymias’ as in wulewr® gD LIS ClFTOEIEIS, LOFI® TS
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@ L b0 upmlg Qgmedaymis and so on. In English, the relevant command can be built with
phrases like ‘tell me about...’, ‘whatis...’, ‘who is ..” and so on.

8) Tell a joke: It says jokes getting randomly from a text file/json file. Tamil command for it is
‘Geong Qgmevaymis’ and the English command for it is ‘tell me a joke’.

9) It is a speech companion, and it will interact with anyone in any language of one’s choice.
For example commands in English can be listed as follows: What is your name? How are
you? Go forward, go backward, circle around, what are the examinations you have, difficult
expressions, my name is vasu, translate to Hindi/Tamil/Telugu etc., did you eat?, who is the
first President of the United States, Who is the first Prime minister of India, switch language
and so on.

10) Using JSON files to retrieve text: Literary texts and other relevant texts in JSON format
can easily be accessed with this application. So far, the Tamil literary texts such as ‘Tirukkural’,
‘Kuruntokai’, ‘Purananuru’ as stored in JSON format and can be accessed with corresponding
ids. For example, ‘@@wsgmar 25, ‘@mupsrews 45, ‘ypprerm 235° etc., would access
corresponding poems and play in spoken format, correspondingly display them in text format
in the local webserver.

This robot can do all these functions in almost all the languages that Google supports, but each
language resource needs to be customized using the user-friendly portal as needed. It is possible
to customize this tool for other languages by making suitable changes from the table for English.
See https://cloud.google.com/translate/docs/languages for all the languages that Google
supports for translation, text to speech and speech to text. This Robot uses all these resources
and offers an experience of interacting with a machine in the form of "man-machine interaction
partner".

The following images show how the local webserver is built to store, edit and control the robot.
Fig. 1 Local webserver’s customizable page showing English commands:
Fig. 2 Local webserver’s customizable page showing Tamil related commands:

The leftmost column lists all of the available resources such as customizing each
language with relevant introductory commands, commands for quizzes and question/answering
systems, adding new language, displaying the users’ commands and the responses of this robot
and so on. The links to the commands of each language can be customized in their own scripts,
so this application can use Google’s text to speech technology to convert them to speech form.
The middle column is meant for listing the commands the users would use and the third column
is meant to include the corresponding Python commands along with adding texts for quizzes
and question answering. For example, to make a quiz, the text should start with the word
‘teach:” and words to be pronounced must be listed with the delimiter comma. The word ‘text:’
in the front of the text would indicate the application is to read out aloud the text that follows
using text to speech library. Thus, the application is written in such a way that the text that is
entered in this page are customizable accordingly.
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Fig. 2 Local webserver’s customizable page showing Tamil related commands:
Conclusion:

In my continued effort to build a robot that can interact with us in spoken medium, this
current research indicates the subsequent success in the form of making it to interact in a
multilingual setup. This prototype can be enough to build an application that can be made use
of interactively among the users. Although it requires some fine-tuning in terms of making use
of the hardware such as using power, connecting to internet and so on, it is sufficient to build
an application for daily use. The potentials for this research can be many and some of them can
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be listed as below: a) a pedagogical companion to teach languages to improve spoken skills
along with literary knowledge, b) a home companion to do simple tasks to move around the
house and perform some errands such as making announcements, dealing with one’s daily
schedule, using internet audio resources and so on, ¢) with sufficient improvement on
interacting with database, it is possible to make this application a machine learning device to
continuously build its knowledge base by interacting with human.
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Al and cyber security
Dr. P Jayashree,
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Internet, social networks and digital technologies, leads to a data driven era where data plays a
vital role in our lives for major decision making and deriving insights for data centric business.
On the other hand computationally intensive applications keep emerging that necessitates GPU
and parallel architectures. With the availability of large data and computational power in recent
years, there is a remarkable growth in the fields of Artificial Intelligence (AI), Machine learning
(ML) and Natural language processing (NLP). Similarly, another growing domain that receives
critical attention is Cyber security. In this digital age, with smart devices and sophisticated
technologies, cyber security is no more a choice but a mandate to be prioritized. Cyber
landscape is constantly evolving with a wider access to tools and technologies by adversaries.
Thanks to the advancements in artificial intelligence and machine learning technologies, Al
tools like chatbots, virtual assistants, recommendation systems and navigation applications
make our lives easy. At the same time, they also present security challenges. The generative
Al systems and LLMs though have tremendous potential in automating and assisting intelligent
tasks, pose security risks that need to be taken care of. The recent release of Al risk management
framework by NIST emphasizes the need for rapid research into this new direction involving a
synergy between Al and security.

Cyber landscape

Cyber threats span across a large spectrum ranging from data breaches to sophisticated cyber-
attacks, happening globally every day. The first form of attack is an email spam that happened
in ARPANET in 1900s followed by review spams in commercial websites and phishing with
the growth of social networks in 2000s. With proliferation of AI, Al based spams keep
growing..

All cyber attacks happen by exploiting the vulnerabilities in hardware and software. Major
vulnerabilities include weakness in input validation, memory overflow, memory corruption,
SQL injection, Cross site scripting and directory traversals leading to various web based attacks.
The impact varies from simple code bypassing to information leak to Dos attacks. Common
vulnerabilities and exposures are listed in many public vulnerability databases make awareness
of known information security vulnerabilities. Malware attacks that are malicious programs to
gain access to system and network resources to cause harm or access useful information from
the resources. They range from simple worms, virus, trojan horses to adware, spyware,
ransomware to sophisticated botnets that consist of many compromised computing resources
to launch attacks. Denial of service attacks(DoS) are attacks from a single source or multiple
sources to flood the network with requests aiming at halting e-mail, web and other services.
Phishing and spoofing attacks target users to make them reveal sensitive information through
disguised text or e-mail or voice messages. IBM Security Threat Intelligence report, 2023,
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phishing is the most common type of malware in 41% of security breaches and data breaches.
Code injection attacks include SQL injection and XSS attacks that leverages system
vulnerabilities to inject malicious codes. Currently, social engineering attacks keep increasing,
exploiting human emotions and characters like fear, greed or sympathy to collect information
through phishing, tailgating or pretexting. With the growth of 5G and IoT, compromising IoT
devices to form bot nets is simplified. Al powered attacks like adversarial Al, Al generated
social engineering, dark Al and Deep Fake attacks are easily launched leveraging Al tools and
techniques.

Role of ML and NLP in defensive security

In recent years, adoption of Al techniques for addressing cyber security needs in various
applications is increasing. ML and NLP models are built for various security tasks such
as threat detection, malware analysis, and anomaly detection. Attack detection solutions
broadly fall under two category namely signature matching or anomaly based methods.
Basically both methods look for known or unusual data patterns to conclude on attack and type
of attack. ML models can be trained to look for these patterns for classification of the data.

The performance of any ML model heavily depends on the training data. Data preprocessing
and feature engineering are the crucial steps for building good models. Most of the threat and
attack identification are attributed to known or learned. ML models can be trained to analyze
vast amounts of data to identify patterns and anomalies that may indicate malware, intrusions,
or unauthorized access attempts. In the literatures quite a number of classification algorithms
like Random Forests, Support Vector Machines (SVM), and Logistic regression are used for
cyber threat detection. These supervised leaning algorithms are trained on labeled data like
malware samples to classify unknown samples as benign or malicious data. Similarly clustering
algorithms like K-Means and Hierarchical Clustering are used for anomaly detection, by
grouping unusual patterns or outliers in data that may indicate cyber threats. With data volume
no longer a constraint, deep learning (DL) networks are increasingly utilized for intrusion
detection and malware and attack classification. As DL models can learn complex patterns and
automatically extract features from raw data, they have better efficiency for detecting
sophisticated threats. Most of the researchers in this domain used CNNs for low level and high
level feature extraction followed by different DL networks for further classification tasks. With
generative Al networks like GANSs, there is a visible superiority in the performance on feature
extraction and classification tasks. Ensemble models are predominantly employed in research
for better attack detection and classification. Reinforcement learning algorithms are used in
adaptive cyber defense, where the system learns to make trial-and-error actions for optimizing
the intended results.

NLP also plays a role in cybersecurity defense, for detecting and responding to threats more
effectively. NLP techniques including named entity recognition, sentiment analysis, and topic
modeling are used to analyze unstructured data like emails and social media to identify
potential threats. Malware reports, security logs, incident reports and other textual data are
analyzed to identify malware patterns, and incidents. Similarly emails and URLs can be
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analyzed for finding phishing attacks. One of the key applications of NLP is text classification
wherein NLP models are trained for detecting spam and fake reviews, that increasingly exists
in e-commerce and online platforms. Fake reviews can also be identified applying sentiment
analysis methods based on review sentiments or anomaly detection using anomalous contents
or review behavior patterns. With the emergence of large language models, such as GPT and
BERT, identifying deceptive language patterns, suspicious links, and other indicators of
malicious intent, extracting relevant information, summarizing key insights from large
unstructured data becomes promising and effective. Al enabled security systems can be devised
to automatically respond to detected threats and vulnerabilities isolating compromised systems,
patching vulnerabilities, or reconfiguring settings to save time and damages.

Security threats to NLP/ML models

Though ML and NLP models provide potential security defense solutions, they pose risks and
are subjected to cyber threats and attacks. Some of the common threats and possible ways to
address them are discussed. Attacks can be classified based on attack timing, attack goals and
attacker information. The information security attacks happen during model development and
model deployment as well. Most common attacks during model development phase are data
poisoning attack, model extraction attack and backdoor attack. Attackers inject malicious
samples into the training data, causing the model to learn undesirable behaviors. Data
sanitization is an important task to be carried out during preprocessing that can avoid data
poisoning. During reverse engineering attacks, attackers can attempt to steal or reconstruct the
trained model by querying the system and analyzing its outputs. Building robust models with
data augmentation and adversarial training helps in evading these attacks. Data anonymity
and differential privacy can be applied to training data and noise can be added to the model's
outputs to protect sensitive information.

Machine learning and deep learning models are vulnerable to adversarial attacks. Attacks that
are targeted during deployment includes adversarial attacks and evasion attacks in addition to
out of distribution generalization. Adversaries can attempt perturbations in input text data to
mislead the ML/NLP model, causing it to make incorrect predictions or expose sensitive
information. Noise attacks and patch attacks can be deployed on image data by adversaries.
Adversarial training, gradient masking and data normalization can help resolving these
attacks. Another important attack to be addressed is privacy attack where sensitive information,
such as personal data or proprietary information are extracted from the training data or model
parameters by adversaries. If data is not properly anonymized or protected, it could lead to
privacy breaches. Differential privacy and data anonymization are the techniques used to evade
privacy attack. Further, NLP models can inherit and amplify biases present in their training
data, leading to unfair outputs and decisions.

Building language models involve multiple stages of processing namely lexical analysis, syntax
analysis, semantic analysis, discourse analysis and ..., and each stage is susceptible to different
types of attacks.To mitigate these security risks, secure model training, robust model
architectures, input validation, privacy-preserving techniques are the recommended solutions.
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While Al can enhance cybersecurity defenses, it can also be used by attackers to develop more
sophisticated threats.. Adversarial machine learning techniques are used to study and defend
against Al-based cyber attacks, such as adversarial examples or model evasion attacks.
However, it is also important to address the potential risks and challenges associated with the
use of Al in cybersecurity, such as data quality, model bias, and adversarial attacks.
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As Large Language Models and their applications become more ubiquitous across domains
(Chui et al., 2023) from marketing and sales to product R&D and software engineering, from
healthcare to education, numerous such ethical decisions must be taken every moment. Imagine
an LLM deployed to help respond to and moderate conversations on an online forum for HIV+
youths in Africa (Karusala et al., 2021) or one that helps farmers in India to decide whether
inorganic or organic pesticides are good for their context (Barik, 2023). In this talk, I will argue
that LLMs should not be designed and developed to work with specific moral values because
as a generic model, they are expected to be used for a variety of downstream applications, to be
deployed across geographies and cultures, and used by a heterogeneous group of end-users.

The moral stance taken during the decision-making process, which could even mean whether
to show a specific auto-complete suggestion or not, should be decided by various actors
involved during the application development, deployment, and usage phases. LLMs should be
capable of generic and sound ethical reasoning, where given a situation and a moral stance, it
should be able to resolve the dilemma whenever possible or ask for more specific inputs on the
moral stance that are necessary for resolving the dilemma. In other words, I would like to argue
against value alignment of LLMs, and instead make a case for generic support in LLMs for
value alignment at application development stage or by the end-user.

Due to their lack of transparency, a host of ethical issues related to LLMs and downstream tasks
built on top of them have been brought out by researchers (Bender et al., 2021; Basta et al.,
2019). There have been efforts towards alignment of LLMs to avoid inappropriate, offensive or
unethical use. However, due to value pluralism, as we demonstrated in our recent work (Rao et
al., 2023; Khandelwal et al., 2023), extensive alignment is rather detrimental to the ethical
reasoning ability of the models. An emerging and more suitable practice is to either build
application-specific content filters and post-processing modules (Del Vigna et al., 2017; Ji et
al., 2021), or to embed the moral principles and ethical policies in prompts (Schick et al., 2021).
While the former is limited in power and its ability to generalize across tasks, the latter depends
on the ethical reasoning ability of the underlying LLM. Instead, om pir work, we propose a
framework to specify ethical policies in prompts and a systematic approach to assess the ethical
reasoning capability of an LLM. The framework consists of carefully crafted moral dilemmas
reflecting conflicts between interpersonal, professional, social and cultural values, and a set of
ethical policies that can help resolve the dilemmas one way or the other. The framework is
agnostic to and therefore, can support different approaches to normative ethics, such as
deontology, virtue and consequentialism, and policies can be specified at different levels of
abstraction.
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Our study of 5 SOTA models in the GPTx series including GPT-4 and ChatGPT suggests that:
(a) the ethical reasoning ability of the models, in general, improves with their size with GPT-4
having nearly perfect reasoning skills, (b) GPT-3 and ChatGPT have strong internal bias
towards certain moral values leading to poor reasoning ability, (c) reasoning ability of the
models depend heavily on the language one presents the ethical dilemma and policies with
poorer performance for low resource languages; and (d) most models, including GPT-4, exhibit
bias towards democratic and self-expression values that are mainly observed in Western and
English-speaking societies over traditional and survival values that are characteristic of Global
South and Islamic cultures (Inglehart and Welzel, 2010).

There are important repercussions of these findings for designing ethically versatile and
consistent future LLMs.

[This abstract heavily quotes and borrows from Section 1 of Rao et al. (2023).]
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Abstract

The Tamil community has effectively preserved its rich literary heritage by digitizing palm
leaves, inscriptions, and out-of-print books. Over the past few decades, significant progress
has been made in defining digital standards such as TSCII and Unicode for Tamil, enabling
native speakers to participate in the digital space. However, there are several challenges in
making these digital archives usable for the current AI-dominated generation. This paper
discusses the challenges faced in building Tamil LLMs (Large Language Models) and the
advancements made in this area. Additionally, it demonstrates a small Llama model built
from scratch, capable of writing traditional Tamil venba fluently. Emphasizing the need for a
dedicated foundational model for Tamil, the paper explores why building such a model from a
Tamil-only dataset is crucial. The primary reasons include pretraining biases from other
languages, confined token vocabulary, and the potential loss of Tamil's rich grammatical rules
in multilingual models. Existing models often use translated content for finetuning, resulting
in grammatical, coherence, and fluency errors, and employ suboptimal tokenization processes.
This paper proposes a foundational model that addresses these issues by leveraging a curated,
rich Tamil-only dataset and including all forms of Tamil: Iyal, Isai, and Nadagam.
Furthermore, it underscores the importance of curating a Tamil culture-specific finetuning
dataset with Tamil-specific practices.

Introduction

Tamil literature and culture have been meticulously preserved and brought into the digital
age. Despite this progress, the integration of this rich heritage into contemporary Al
applications presents several challenges. This paper aims to identify these challenges and
propose solutions to develop a foundational Tamil LLM that can effectively serve the Tamil-
speaking community.

Challenges in Building Tamil LL.Ms

Pretraining Bias from Other Languages

Multilingual models are pretrained on datasets containing multiple languages, leading to
inherent biases. These biases affect the accuracy and relevance of the model’s output when
applied to Tamil, as the model may inadvertently incorporate linguistic and cultural elements
from other languages.

Confined Token Vocabulary

The token vocabulary in multilingual models is often limited, preventing the model from fully
capturing the intricacies of the Tamil language. This limitation affects the model’s ability to
generate coherent and contextually appropriate text in Tamil.
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Cultural and Grammatical Integrity

Internet-scale pretraining can introduce non-Tamil cultural references and practices, diluting
the authenticity of the generated content. Additionally, the rich grammatical rules of the
Tamil language are often overlooked, resulting in outputs that lack linguistic accuracy and
cultural relevance.

Limitations of Existing Models

Use of Translated Content for Finetuning

Many existing models rely on translated content for finetuning, leading to grammatical,
coherence, and fluency errors. These errors stem from the inherent differences between
languages, which translation processes may not adequately address.

Suboptimal Tokenization

Current models often use character-level tokenization or other suboptimal methods, resulting
in fragmented and contextually incorrect outputs. A more effective approach involves hand-
built tokenization by Tamil scholars and linguists, ensuring adherence to grammatical rules.

Proposed Foundational Model

Accessibility and Sustainability

To ensure widespread accessibility, the proposed foundational model should be built as a
Small Language Model (SLM) that can operate in resource-constrained environments. This
approach also promotes sustainability by reducing the computational resources required for
model training and deployment.

Curated Tamil-Only Dataset

A key component of the proposed model is a curated, cleaned, and rich Tamil-only dataset.
This dataset should include OCR-scanned and archived documents, covering all three forms
of Tamil: Iyal (literature), Isai (music), and Nadagam (drama).

Culture-Specific Finetuning Dataset

Incorporating a Tamil culture-specific finetuning dataset is essential. This dataset should
include texts that reflect Tamil-specific practices and cultural nuances, ensuring that the
model’s output is contextually and culturally appropriate.

Conclusion

Developing a dedicated foundational model for Tamil is crucial for preserving and promoting
Tamil literature and culture in the digital age. By addressing the challenges of pretraining
biases, confined token vocabulary, and maintaining cultural and grammatical integrity, the
proposed model aims to provide accurate and culturally relevant outputs. The inclusion of a
curated Tamil-only dataset and a culture-specific finetuning dataset will further enhance the
model’s effectiveness and accessibility.
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Text to Sound: Train your own LLM

Dr. Ruby Annette Jayaseela Dhanaraj,
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It was scientifically established that ragas in Indian music evoke a range of emotional responses,
from happiness and calmness to tension and sadness. Indian music operates on the concept of
‘nava rasas,” which include shringara (romance), hasya (humor), karuna (grief), raudra (anger),
veera (heroism), bhayanaka (fear), vibhatsa (disgust), adbhuta (wonder), and shanta (peace).
Each raga predominantly expresses one of these emotions. Researchers from the National Brain
Research Centre in Haryana, India, and the University of Reading, UK, found that ragas like
‘Desh’ and ‘Tilak Kamod’ made listeners feel calm during the slower, arrhythmic alaap and
happy during the faster, rhythmic gat. Similarly, ‘Shree’ and ‘Miyan ki Todi’ evoked feelings
ranging from sadness to tension. In Carnatic music, ragas such as Amrithavarshini,
Reethigowlai, Nattai, and Abheri are generally considered happy, whereas ‘Shivaranjani’ and
‘Vasantha Bhairavi’ often convey sadness, depending on how they are performed.

This article discusses the approaches and methods applied by an open-source research on “Text
to Sound’ for generating guitar sounds and how the lessons learnt in the process can be
leveraged to succeed in our new initiative in collaboration with Dr. Lalitha Jawahar, Assistant
Professor from the “Tamil Isai Kallori”, Chennai. The new collaborative initiative is to develop
an Al model capable of creating Carnatic music based on the emotions conveyed through text
in video scene description and how it can be used to in pyscotheraputic interventions. Also
explore new Al advancements like ChatGPT and the QLoRA model for improving previous
approaches for generative Al.

Addressing Al Challenges faced in Generating Sound from Musician Commands

The core challenge was enabling an Al system to generate specific guitar sounds based on a
musician's voice commands. For example, if a musician says, "Give me a bright guitar sound,"
the AI must understand the context and produce the appropriate timbre. Words like ‘bright” have
different meanings in general contexts but signify a particular quality in music.

Dataset Challenges and Solutions

Challenge 1: Creating a Guitar Music Domain Dataset

A major hurdle was the absence of datasets specifically for guitar music. To tackle this, the team
created their own dataset. This dataset included conversations among musicians about guitar
sounds, sourced from platforms like Reddit, but expanded further using data augmentation
techniques. They used BiLSTM deep learning models to generate contextually enriched

datasets.

Challenge 2: Annotating Data and Creating a Labeled Dataset
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Another challenge was annotating the data to create a labeled dataset. General datasets that train
large language models like ChatGPT needed fine-tuning for specific domains. The word
“bright,” for instance, might refer to light or sound quality. Using the annotation tool Doccano,
musicians labeled data with terms related to instruments and timbre qualities. An active learning
approach was also applied to automate part of the labeling process, leveraging domain
expertise.

Challenge 3: Modeling as an ML Task — NER Approach

Deciding on the appropriate modeling approach was also crucial. The team chose Named Entity
Recognition (NER) to identify and extract music-related entities. They used spaCy’s NLP
pipeline, incorporating transformer models like RoBERTa from HuggingFace. This allowed the
Al to understand the context-specific meanings of terms like “bright” and “guitar” in the music
domain.

Model Training Challenges and Solutions

Overfitting and Memory Issues

During model training, overfitting was a major concern due to limited data. Overfitting occurs
when a model performs well on training data but poorly on unseen data. To mitigate this, the
team used data augmentation, creating multiple test sets, including context-based ones, to
ensure the model’s robustness. They also faced memory issues with spaCy and addressed these
by splitting the training set into parts and training them separately.

Model Performance and Accuracy

Ensuring real-world performance was critical. Despite limited training data, the model
consistently achieved over 95% accuracy, thanks to the pre-trained RoBERTa model and
spaCy’s capabilities. Tests with various datasets, including context-based and content-based
ones, confirmed the model’s efficacy.

Standardizing Named Entity Keywords

Real musicians provided feedback indicating a wide range of vocabulary for sound and music,
some of which were non-standard terms like “temple bell.” The team created a solution called
standardizing named entity keywords, mapping these terms to standardized keywords using
domain experts and clustering methods such as cosine and Manhattan distances. This bridged
the gap between the musicians' language and the AI’s training data.

Future Approaches with ChatGPT and QLoRA Model

ChatGPT for Data Collection and Annotation
ChatGPT can assist in data collection, annotation, and pre-processing. Its text generation
capabilities reduce the effort needed for data gathering and annotation, making it a valuable
tool in the early stages of model development.

QLoRA Model for Efficient Fine-Tuning
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The QLoRA model, with its ability to quantize large language models to 4 bits, offers an
efficient way to fine-tune models, reducing memory usage without compromising speed. Fine-
tuning with low-rank adapters helps preserve most of the original model’s accuracy while
adapting it to domain-specific data, providing a cost-effective and faster alternative to
traditional fine-tuning methods.

Leveraging Vector Databases

Using vector databases like Milvus or Vespa can help find semantically similar words,
enhancing the model’s performance by identifying contextually relevant terms beyond simple
word-matching algorithms.

Conclusion

The lessons learnt from this open source project through the challenges of dataset preparation,
annotation, and model training led to innovative solutions and valuable insights is being
leveraged in our new initiative to develop an Al model capable of creating Carnatic music based
on the emotions conveyed through text described about the video scene. With advancements
like ChatGPT and QLoRA, we have powerful new tools to address these challenges more
effectively.
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Speech Recognition and speech synthesis fundamentals,
challenges and case studies

B. Bharathi

Department of Computer Science and Engineering
Sri Siva Subramaniya Nadar College of Engineering
Kalavkkam, Chennai, India

Introduction

Speech, as a form of communication, is fundamental to human interaction and has
several advantages over other forms of communication. Speech recognition and speech
synthesis are two fundamental components of natural language processing (NLP) systems that
enable computers to understand and generate human speech, respectively. Speech recognition,
also known as automatic speech recognition (ASR) or speech-to-text (STT), involves the
process of converting spoken language into text. It allows computers to understand and interpret
spoken commands, queries, or conversations. Speech recognition systems employ sophisticated
algorithms to analyze audio signals, extract relevant features, and map them to textual
representations. These systems find applications in various domains, including voice assistants,
transcription services, language learning, accessibility tools, and automation. Speech synthesis,
also known as text-to-speech (TTS), is the process of generating spoken language from text
input. It enables computers to produce human-like speech output, allowing for auditory
communication with users. Speech synthesis systems utilize linguistic and acoustic models to
convert textual information into speech waveforms, incorporating aspects like pronunciation,
intonation, and expressiveness. Applications of speech synthesis range from assistive
technology for visually impaired individuals to navigation systems, entertainment media,
language learning tools, and personalized audio content creation.

Automatic speech recognition

Speech recognition is a crucial component of natural language processing that has
gained widespread attention due to its numerous applications. This tutorial provides an in-depth
look at speech recognition technology, covering fundamental concepts, signal processing
techniques, feature extraction methods, acoustic modeling, and language modeling.

Fundamentals of ASR

In order to translate spoken language into text, ASR systems usually go through many
stages:
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1. Signal Processing

Using a microphone, record the speech signal, then transform it into a digital
representation as the initial step. Pre-processing is applied to this digital signal to extract
features, normalize it, and reduce noise. Key features such as Mel-Frequency Cepstral
Coefticients (MFCCs) are extracted, as they effectively represent the phonetic content of the
speech.

Different frequencies are blended to form our speech. Specifically, the Fast Fourier
Transform (FFT) technique may be used to break down the signal into its component
frequencies and perform an effective analysis of the data. Spectrogram creation is one method
for visualizing the audio data. The frequency fraction transformer (FFT) is used to separate the
audio signal into time frames and then into individual frequency components.

2. Acoustic Modeling:

This stage involves the use of statistical models to depict the relationship between the
extracted features from the audio speech signal and the phonetic units of speech (phonemes).
For this, Hidden Markov Models, or HMMs, have been extensively utilized. However,
nowadays more modern systems use deep learning models such as Recurrent Neural Networks
(RNNs) and Convolutional Neural Networks (CNNs).

3. Language Modeling

Getting the corresponding text output from continuous speech input is the primary goal
of automatic speech recognition. However, the most likely word combinations cannot be
discovered only by the acoustic model. Contextual information is needed for this, and it can be
taught to the model.

To estimate the likelihood of a word sequence, ASR systems make use of language
models. The language model includes information specific to a given language including
terminology, syntax, and sentence structure. N-gram models are widely used. By using
probabilities of single words, ordered pairs, triples, etc., N-grams approximate the sequence
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probability with the chain rule. Combining these probabilities with the ones from the Acoustic
Model helps in eliminating language ambiguities from the sequence options and provides a
more accurate text representation of the utterance.

But more recent advanced techniques like Recurrent Neural Network Language Models
(RNNLMs) and Transformer-based models (e.g., BERT) are used to capture the syntactic and
semantic structure of language.

4. Decoding

The last step decodes the most likely word order from the speech input by combining
acoustic and language models. This is figuring out the optimal route across a network of
potential word sequences, frequently with the use of algorithms like the Viterbi algorithm.

Challenges in ASR

Even with great progress, ASR systems still have a number of issues that affect their
accuracy and usefulness:

1. Diversity in Speech

Accents, dialects, speaking speeds, and intonation are only a few examples of the many
variations in human speech. It is challenging for ASR systems to generalize across many
speakers and circumstances because of this heterogeneity.

2. Background Noise

Ambient noise and overlapping speech (in busy areas, for example) can severely impair
ASR system performance. To lessen these impacts, effective speech augmentation and noise
reduction techniques are crucial.
3. Homophones and Ambiguity

One of the challenges faced by ASR systems is the existence of homophones, which are
words with similar sounds but distinct meanings, such as "two" and "too". For such statements
to be well understood, context is essential.
4. Limited Data for Low-Resource Languages

Large volumes of training data have benefited ASR systems for frequently spoken
languages like English, but many low-resource languages lack enough transcribed data, which

makes it difficult to construct reliable ASR models for these languages.

5. Computational Resources
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ASR systems, especially those built on deep learning, need a lot of processing power to
train and run. For businesses with limited access to high-performance computer equipment, this
might be a hindrance.

Evolution of ASR

1950s-60s: Isolated word and number recognition.
1970s: 1000 word recognition
1980s: New model of speech recognition - thousands of words of continuous speech.
1990s: 1st commercial recognition system with advent personal computers
2000s: Google voice search- users searches 230 billion words
2010s: ...
e [BM watson
Apple Siri on iPhones
Google Assistant on 400+ millions devices
Microsoft cortana on windows device

Amazon Alexa - integrated with more hardware and software for smart home use.

Promising Research Directions
Many interesting research for future study are being investigated in an effort to advance
automatic speech recognition technology:

e Unsupervised Learning: Especially for low-resource languages.

e Transfer Learning: Using huge datasets with pre-trained models to enhance
performance on certain tasks or languages with sparse data.

e End-to-End Systems: Streamlining the speech recognition process by creating systems
that translate speech to text instantly, eliminating the need for intermediate human
processes and perhaps producing more accurate and efficient models.

Similar to how convolutional neural networks (CNNs) extract characteristics from
image data, deep neural networks-in particular, RNNs can extract pertinent information from
spectrograms. For sound unit sequencing, an RNN and Connectionist Temporal Classification
(CTC) layer combination can take the role of the acoustic model. Even though end-to-end
DNNss could still contain language mistakes, the system's performance can be further enhanced
by rescoring the probabilities of spelling and context through the use of N-grams or Neural
Network Language Models (NLM) trained on large amounts of text.

Speech Synthesis

The process of producing human speech artificially is called speech synthesis, or text-
to-speech (TTS). Automating customer service, virtual assistants, assistive technologies, and
other sectors are among the fields in which this technology which speaks written text has
applications. Producing expressive, comprehensible, and natural speech from text is the aim of
voice synthesis technology.
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Fundamentals of Speech Synthesis

Speech synthesis incorporates a number of essential elements:

TEXT-TO-SPEECH SYNTHESIZER

¢ S c'z‘c‘ﬁ
Text Text Analysis Phonetic Transcription Digital Signal 4

_ Mod >
Module P

Processing Module >

Prosodic Information

1. Text Analysis

Text normalization, which involves formatting the input text into a standard format, is
the first step in the process. This phase involves processing numbers, clearing out ambiguities,
and extending abbreviations. Linguistic processing is also used in text analysis to detect
grammar, semantic meaning, and elements of speech.

2. Phonetic Transcription

The text has been normalized and then transformed into phonetic representations that
indicate the correct pronunciation of each word. This entails mapping individual letters or
groups of letters to the associated sounds (phonemes) through a process known as grapheme-
to-phoneme conversion.

3. Prosody Generation
The rhythm, emphasis, and intonation of speech are referred to as prosody. Finding the
right pitch, length, and strength for each phoneme is what this stage entails in order to produce
a natural-sounding synthesized speech. The creation of prosody is essential for accentuating
and expressing emotion in speech.

4. Speech Synthesis

To conclude, the speech waveform needs to be generated. Speech synthesis can be done
in a number of ways, such as:
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Unit-based Concatenative
Synthests

Rule-based Synthests

Articulatory Synthests Formant Synthests

Statistical Parametric Unit-Selection based
Synthests (SES) Speech Synthests (USS)

e Concatenative Synthesis: Speech is produced by concatenative synthesis, which
creates whole utterances by assembling pre-recorded speech pieces from a large
database. It frequently generates speech that sounds natural and of excellent quality, but
it needs a massive amount of data.

e Formant Synthesis: Generates speech by using mathematical models to simulate the
acoustic properties of the human vocal tract, producing sounds through the manipulation
of formant frequencies.It is highly flexible and can produce a wide varieties of sounds
but often sounds less natural.

e Parametric Synthesis: Generates speech by using statistical models to produce speech
parameters, such as pitch and duration, which are then used to synthesize the speech
waveform. It balances naturalness and flexibility. Speech synthesis systems (HTS)
based on Hidden Markov Models (HMM) are classified as statistical parametric speech
synthesis (SPS) techniques.

e Neural Synthesis: Modern systems generate speech by using deep learning models like
WaveNet and Tacotron to directly produce speech waveforms from text, significantly
enhancing naturalness and expressiveness.

Challenges in Speech Synthesis

Naturalness and Intelligibility: One of the biggest challenges in creating synthetic speech is
making it seem natural and intelligible to humans. Even while brain synthesis techniques have
advanced significantly, it is still challenging to produce speech that is identical to human speech
in all situations.

Expressiveness: Emotional depth and expression in humans are difficult to capture and
reproduce. Extensive prosody modeling and context-aware synthesis are necessary for
expressive TTS.
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Resource Intensity: Deploying neural synthesis, which produces high-quality speech on
devices with minimal processing capacity is difficult because it demands a significant amount
of computing resources for training and real-time synthesis.

Language and Dialect Coverage: It is difficult to create high-quality TTS systems for all
languages and dialects because many languages lack comprehensive linguistic and phonetic
data.

Handling Ambiguities and Context: It takes sophisticated natural language comprehension
and disambiguation skills to accurately synthesize speech that accurately reflects the content
and context of the text (e.g., homographs like "lead" vs. "lead").

Future Directions

e Improved Neural Models
Neural network topologies and training methodologies would substantially
improve the expressiveness and naturalness of speech produced.
e Multimodal Synthesis
TTS systems may be made more accurate and expressive by including
contextual and visual cues, such as lip movements and facial emotions.
e Low-Resource Language Support
Creating high-quality text-to-speech (TTS) systems for low-resource languages
by utilizing data augmentation and transfer learning approaches.
e Personalization
Constructing TTS systems with the ability to gradually adjust to the preferences
and speech patterns of individual users, so offering a more customized user experience.
e Real-Time Processing
Improving the effectiveness of TTS systems to allow for high-quality, real-time
speech synthesis on edge devices with constrained computing resources.

Conclusion

Both speech recognition and synthesis technologies have undergone significant advancements
in recent years, driven by innovations in machine learning, deep learning, and signal processing
techniques. These advancements have led to improved accuracy, naturalness, and versatility in
speech-based applications, contributing to their widespread adoption across various industries
and domains.
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Empowering Tamil Natural Language Processing and Machine Learning
Research: Resources and Methodologies

Dhivya Chinnappa
JP Morgan Chase & Co, Dallas, Texas, USA

Abstract

This tutorial aims to provide a beginner-level session for students, researchers, practitioners,
and enthusiasts, offering a comprehensive understanding of the resources, tools, and
methodologies available for conducting research in Tamil Natural Language Processing
(NLP) and Machine Learning (ML). Participants will learn about the existing resources for
working with Tamil NLP and methodologies to build and evaluate NLP models for the Tamil
language. The session will encompass a detailed walkthrough of available NLP resources and
data sources, various machine-learning problems applicable to Tamil corpora, and an
exploration of academic venues dedicated to Tamil Al research. Additionally, participants
will engage in hands-on activities using a Tamil Large Language Model (LLM).

Resources:

Understanding the available resources is a critical first step in Tamil NLP/AI research. The
tutorial will introduce participants to key repositories and catalogs, tools, datasets, and pre-
trained models tailored for Tamil NLP. These resources are essential for tasks ranging from
tokenization and morphological analysis to more complex applications like machine
translation and sentiment analysis. Other resources that could be exploited for Tamil NLP
include classical and modern Tamil literature, Newspapers, Wikipedia, Blogs, tweets and
blogs, movie scripts, and Tamil lyrics.

Gaps

Tamil NLP models, including Large Language Models differ from English NLP models due
to the scarcity of resources, lack of strong fundamental research, linguistic complexity, and
cultural differences. By understanding these gaps, participants can better tailor their research
efforts to the unique aspects of Tamil NLP.

Academic Venues and Collaboration

Advancing Tamil NLP and ML research requires active engagement with the academic
community. This tutorial will highlight prominent conferences and workshops dedicated to
Tamil Al research, including:

- ICON (International Conference on Natural Language Processing): A key venue for
presenting cutting-edge NLP research.

- SPELLL (International Conference on Speech and Language Technologies for Low-
Resource Languages): Focuses on linguistic research and engineering aspects.

- DravidianLangTech workshops: Dedicated to the computational processing of Dravidian
languages, providing a collaborative platform for researchers.
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These venues in addition to accepting individual research also conducts several shared tasks

encouraging young ML enthusiasts to get into Tamil Al research. Participants will learn how
to engage with these venues, submit papers, and collaborate with other researchers to further
their work.

Hands-on experience with Tamil LLM

The session will culminate in a hands-on workshop where participants interact with a Tamil
Language Model (LLM). They will learn about model training and fine-tuning on a dataset

and see how the results change with respect to different hyper-parameters. Participants will

also learn about common best practices when building a ML model

Conclusion

By the end of this tutorial, participants will have a solid foundation in the resources, tools, and
methodologies essential for Tamil NLP and ML research. They will be equipped with
practical skills to develop and evaluate NLP models tailored to the Tamil language, fostering
further advancements and collaborations in the field.
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A Tutorial on Linguistic Annotation Essentials for Tamil

Parameswari Krishnamurthy
International Institute of Information Technology, Hyderabad, India

Introduction

Linguistic annotation is a critical aspect of computational linguistics and natural language
processing (NLP). It involves marking up a text with labels that provide information about
linguistic phenomena such as morphology, syntax, semantics and pragmatics. For Tamil, a
Dravidian language spoken predominantly in the Indian state of Tamil Nadu and in Sri Lanka,
linguistic annotation requires attention to its unique syntactic, morphological, and
phonological properties. This write-up provides an overview of the essentials of linguistic
annotation for Tamil.

1. Morphological Annotation
Tamil is an agglutinative language, it forms words by stringing together morphemes (the
smallest meaningful units of language) without altering them. Morphological segmentation
involves identifying and labeling these morphemes within a word.
For example, in the word " (9erewargaf L mpgismean” needs segmentation like aremor+
sar sar + (QL b +@) rrs)+smer +6r. It has the following morphological information

1. Merenar (pillai) - Root

2. sar (kal) - Plural marker

3. QL u+@mpg (itamiruntu) - Case marker

4. sne (tan) - Emphatic particle used for emphasis

5. &y (a) - Interrogative particle indicating a question
Similarly, verbs are also rich in adding conjugation includes tense, aspect, mood, person,
gender and number. Words in Tamil are not only formed through the concatenation of two or
more morphological elements but also involve multilevel derivation. This morphological
complexity demands morphological segmentation for further analysis.

2. Part-of-Speech Tagging

Part-of-speech (POS) tagging annotation in Tamil is a vital process that systematically assigns
grammatical categories to each word in a sentence, thus aiding in linguistic analysis and
computational processing of the language. Each word in a Tamil sentence is annotated with its
part of speech (POS), such as noun, verb, adjective, adverb, etc. Tamil POS tagging also
requires distinguishing between various types of verbs (main, auxiliary), nouns (proper,
common), and some other categories.The POS tagging guidelines for Tamil are meticulously
designed to capture the language's morphological, syntactic, and semantic intricacies,
encompassing 16 distinct tags that classify words into various parts of speech such as nouns,
verbs, adjectives, adverbs, and others. For instance, adjectives in Tamil are often identifiable
by the suffix -[] and describe attributes like size or emotion, while adpositions typically
follow the nouns they modify, providing relational context. The guidelines also account for
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specific language features, such as tagging gerunds as nouns and ordinal numbers as adjectives.
By applying these detailed tagging rules, POS tagging in Tamil enables precise word-role
identification and facilitates the development of sophisticated language processing tools,
reflecting the rich and complex grammatical structure of Tamil.

3. Syntactic Annotation

Syntactic annotation often involves dependency parsing, where the syntactic structure of a
sentence is represented by a tree with words as nodes and syntactic relations as edges. For
Tamil, this means identifying subject-verb-object (SVO) relationships, as well as other
syntactic dependencies such as modifiers and auxiliaries. Our approach adheres to universal
dependencies guidelines, incorporating Tamil-specific features into the process. We utilize the
CONLLU format for annotation.

Here's an example of a sentence in CONLLU format in Tamil.

#Sent_id =1

#text= prd s Uy euemssafled yeneigg Clkwaiwnet 555155650 oL m1G)weTeres.

1

BT PRON | mmd Case=Nom|Number=Sing|Person=1 | nsuly 2
2 FrLd B VERB | #rudi® Polarity=Pos|Tense=Fut|VerbForm=P | acl 4
art
3 Litp NOUN | wpid Number=Sing compound | 4
4 susnssafiel | NQUN | suens Case=Loc|Number=Plur obl 9
5 = TS S DET HwTSH | det 7
6 CSgemaunwrsas | ADD] Sgamawr | amod 7
&ur
78 | samEsgns |- - - - -
7 FEZIEE 6T NOQUN | =35 Case=Nom|Number=Plur nsuby
g 215 PART 215 _ mark
0-10 | = EysTar | - - - - -
&ur
9 ==Ll VERB | =yLz=ig Polarity=Pos|VerbForm=Conv root 0
10 | 2srersy AUX 2 sir Gender=Neut|Number=PlurPerson=3| | aux
Tense=Pres/VerbForm=Fin
11 . PUNCT |. _ punct 9

4. Semantic Annotation

Semantic annotation involves marking up text with information about its meaning, beyond just
its syntactic structure. It aims to capture the intended semantics or the underlying concepts
expressed in the text. This can include identifying named entities such as people, organizations,
locations, and dates, as well as categorizing words or phrases into semantic classes such as
events, actions, or entities. Semantic annotation can also involve linking words or phrases to
external knowledge bases or ontologies to provide additional context and disambiguation.
Overall, semantic annotation helps in understanding the deeper meaning and context of textual
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data, which is essential for various natural language processing tasks such as information
extraction, question answering, and sentiment analysis.

4.1 Named Entity Recognition (NER)

Semantic annotation includes tasks like Named Entity Recognition, where proper nouns are
categorized into predefined categories such as persons, locations, organizations, dates, etc.
For example, "G#aremes” (Cennai) would be tagged as a location.

4.2 Semantic Role Labeling (SRL)

Semantic role labeling involves identifying the roles that different words play in a sentence.
For instance, in the sentence "paf ygssLd aur®ESnrer' (Ravi puttakam vacikkiran), "gef"
(Ravi) is the agent (doer of the action), "ygss0" (puttakam) is the theme (object being acted
upon), and "eunr@s&prer” (vacikkiran) is the action (verb).

5. Pragmatic and Discourse Annotation

Pragmatic and discourse annotation involves marking up text with information about how
language is used in context to convey meaning and facilitate communication. Pragmatics
focuses on the study of language in use, including aspects such as implicature, presupposition,
and speech acts, which go beyond the literal meaning of words and sentences. Discourse
annotation, on the other hand, deals with the structure and organization of connected stretches
of language, such as conversations, narratives, or arguments. It includes identifying discourse
relations between sentences or utterances, annotating rhetorical structures, and marking up
phenomena like anaphora, coherence, and cohesion. Both pragmatic and discourse annotation
are essential for understanding the nuanced meaning and communicative intent embedded in
natural language text, and they play a crucial role in various natural language processing tasks
such as dialogue systems, text summarization, and sentiment analysis.

5.1 Discourse Markers

Pragmatic annotation deals with elements beyond the sentence level, such as discourse
markers and connectors. Tamil uses a range of particles and connectors, such as " germed"
(anal - but) and "erewGau" (enave - therefore), which need to be annotated to understand the
flow of discourse.

5.2 Coreference Resolution

This involves identifying when different expressions in a text refer to the same entity. For
example, in the sentences "gaf LeTeNEdm L P0G ClFOFDIGT. 26U LSFHLD

T 85180sme (R Glevdmrer." (Ravi pallikkutattirkku celkiran. Avan puttakam etuttukkontu
celkiran.), "wyeuer" (avan) refers to "gaf" (Ravi).

Conclusion

Linguistic annotation for Tamil is a multifaceted process that requires careful consideration of
its unique linguistic features. Proper orthographic and phonological annotation is foundational,
while morphological and syntactic annotations help in understanding the structure of the
language. Semantic and pragmatic annotations further enrich the understanding by providing
insights into meaning and use in context. As computational tools and resources for Tamil
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continue to develop, detailed and accurate linguistic annotation will be essential for advancing
research and applications in NLP for this rich and ancient language.

In this tutorial, we've delved into the intricate world of linguistic annotation for Tamil, a
language rich in history and complexity. From the foundational aspects of orthographic and
phonological annotation to the more nuanced morphological, syntactic, semantic, and
pragmatic annotations, we've explored the multifaceted nature of processing Tamil text
computationally. Understanding Tamil in the area of natural language processing requires
meticulous attention to its unique linguistic features, and thorough annotation is crucial for
advancing research and applications in NLP for this ancient and culturally significant language.
As computational tools and resources continue to evolve, this tutorial serves as a guide for
navigating the complexities of Tamil in the digital landscape, facilitating deeper insights into
its structure, meaning, and usage in context.
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Machine Translation using Transformers (NMT)

Vijay Sundar Ram and Pattabhi RK Rao
AU-KBC Research Centre,
MIT Campus of Anna University, Chennai, India
sundar @au-kbc.org, pattabhi @au-kbc.org

1. Introduction

Machine Translation (MT) is one of the most dealt fields of Natural Language Processing
(NLP), since World War 11, yet we have not achieved near human translation. And specifically
in the Indian language scenario there is lot more to be done. MT is the automated process of
decoding the meaning of source text and recording the meaning in target language without loss
of information. Automated machine translation system understands the source sentence and
automatically generates sentence in the target language. This achieved using many different
techniques.

2. History of Translation

First Machine Translation in Tamil: Tamil to Russian
The fig 1 below, pictorially presents MT evolution on timeline.

Georgetown IBM

Rule-based MT
Dictionary-based MT Example- Statistical Neural
based
Transfer-based MT ) MT MT MT

Interlingual MT

T t i 1 .
1950 1980 1990 2015
Figl: MT Evolution - Timeline chart

y

3. Different Types of Translation Techniques
The early translation engines started with word-to-word translation and evolved to the present
Neural machine translation. The various techniques across years are listed as follows.
¢ Dictionary-based Machine translation
¢ Rule-Based Machine Translation systems
e Transfer Based Machine translation
¢ Interlingual Machine translation
e Example-based Machine translation
¢ Analysis-Transfer-Generation
e Statistical Machine Translation systems
e Neural Machine translation
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4. Neural Machine Translation (NMT)

In this section, we start with the basics of Artificial Neural Networks (ANN), followed by the
incremental improvements in Neural machine translation techniques from its initial stages in
2015 to present promising state-of-art techniques. We have also discussed the challenges in
developing NMT for low-resource language and morphologically rich languages. And the
methods to mitigate these challenges.

4.1 Basics of Artificial Neural Networks

Artificial Neural Networks (ANN) is algorithms based on brain function and are used to model
complicated patterns and forecast issues. The Artificial Neural Network (ANN) is a deep
learning method that arose from the concept of the human brain Biological Neural Networks.
They are among the most powerful machine learning algorithms used today. The development
of ANN was the result of an attempt to replicate the workings of the human brain.

Basically, there are three layers in the network architecture: the input layer, the hidden layer
(more than one), and the output layer. Neural Network is a set of connected, INPUT/OUTPUT
UNITS, where each connection has a WEIGHT associated with it.
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Fig2: Artificial Neural Network

4.2 Journey of NMT

Neural Machine Translation (NMT) started with the successful works by Kalchlorenner and
Blunsom [8], Sutskever et al.,[14] and Cho et al., [3], where an encoder encoded the source
sentence to a fixed-length vector, from which a decoder generated the translation. Sutskever et
al.,[14] reported a NMT system built based on RNN with long short term memory (LSTM), this
surpassed the performance of the previous start-of-art performance. These seq2seq models work
well for short sentences, but do not perform well for long sentences due to the vanishing gradient
problem. Bahdanau et al.,[1] presented an extended encoder-decoder to handle the problem of
encoding of source sentence into a fixed-length vector. They used a bidirectional recurrent neural
network (RNN) consisting of forward and backward RNN to focus around the word. Attention
mechanism was introduced in the decoder to decide the part of the source sentence to pay
attention. Luong et al.,[12] simplified the attention mechanism by considering the hidden states
at the top layer of both encoder and decoder. This attention mechanism attends to the entire input
sequence.
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With improvements in attention mechanism Vaswani et al., [15] introduced a new
architecture called transformer with encoder and decoder that relies solely on attention
mechanism. The Transformer model relies on self-attention where all input sequence members
are compared with each other, and modifies the corresponding output sequence position. Though
these NMT systems (Bahdanau et al.,[1], Vaswani et al., [15]) has led to a greater improvement
in translation of high resource languages, the translation of morphologically rich and low
resource languages is a major challenge.

4.3 Challenges in Low Resource Languages and Ways to Mitigate
Low resource of parallel data is a bottleneck in many language pairs. Different approaches were
executed to overcome or reduce the problem. We briefly discuss these techniques in the
following section.
4.3.1 Increasing the data using Back Translation

Senrich et al., [13] introduced back translation technique, where the monolingual data of the
target language is translated to source language using available MT system and combined with
the training data. This helps in improving the translation quality.

4.3.2 Phrase Table Injection

Zhao et al., [23] presented a method to combine the SMT and NMT by utilizing the phrase
table generated in the SMT training. It is combined with the data in training the NMT.

4.3.3 Leveraging the pre-trained models

Pre-trained models such as BERT, Glove, RoOBERTa are commonly used in NMT to improve
the quality of translation. These models are used in fine-tuning the NMT training.

4.3.4 Combining the Corpus

When similar languages are on the target side, in this technique, the knowledge is exploited
to translate the mixed language better. Banerjee A et al., [1] has presented a technique, where
English-Hindi and English-Marathi corpus are combined to train the NMT and English-Marathi
corpora is used to fine-tune the NMT training.

4.3.5 Transfer Learning

Transfer learning is the process of applying an existing training Machine learning model to a
new, but related problem. In pivot-based transfer learning, first they pre-train a source-pivot
model with a source-pivot parallel corpus and a pivot-target model with a pivot-target parallel
corpus. Then initialize the source-target model with the source encoder from the pre-trained
source-pivot model and the target decoder from the pre-trained pivot-target model. Now the
training with a source-target parallel corpus is continued. Kim et al., [9] has proposed three
methods to increase the relation among source, pivot, and target languages in the pre-training:
1) step-wise training of a single model for different language pairs, 2) additional adapter
component to smoothly connect pre-trained encoder and decoder, and 3) cross-lingual encoder
training namely autoencoding of the pivot language.

Domain term translation in most of languages is a challenging task and in Indian
languages it is more challenging due to very less availability of parallel domain terms. Hema
Ala et al.,[7] has proposed to handle domain terms in NMT using the back translation technique,
where Domain specific back translation using monolingual and generates synthetic data. They
have conducted experiments on Chemistry and Artificial Intelligence domains for Hindi and
Telugu in both directions.
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Unsupervised NMT (UNMT) is one of the up-coming techniques to overcome the low-
resource problem. It is shown that UNMT works for source and target languages are similar and
in same domain. Sai Koneru et al., [11] had presented an experiment on UNMT for Dravidian
languages (Kannada, Tamil, Telugu and Malayalam) to English.

4.4 Challenges in Morphological Rich Language

Translation of morphologically rich languages using NMT has the following challenges, a)
large number of inflected forms lead to a larger vocabulary and thus causes data sparsity. b)
Generating sentences with correct linguistic agreement and expressing exact semantics of the
input sentence is a challenge.

These challenges are handled using the following techniques;

a) Breaking the word forms into sub-word units, so that the overall vocabulary size is reduced.
b) Training with linguistic features such as lemma-tag strategy.

Sub-word units are generated using

a) Statistical methods such as Sub-word Text Encoder (STE) and Byte Pair Encoding (BPE)
b) linguistically motivated word segmentation methods using tools such as Mofessor and
Morphological analysers.

Dominik Machacek et al., [S] compared the linguistically motivated method morfessor
and derivational dictionaries-based method and statistical methods such as STE and BPE in
German to Czech translation. Their experiments showed the non-linguistically motivated
method performed better. Goyal et al., [6] has presented Hindi to English NMT, where they
generalised the embedding layer of the Transformer model to incorporate linguistic features
such as PoS, lemma, and morphological features. There was a significant increase in the BLEU
scores. Dewangan et al., [4] has presented an elaborate NMT experiments to understand the
poor performance of the Dravidian languages compared to Indo-Aryan languages. They used
Byte Pair Encoding (BPE) method to understand the BPE in Indian languages. From their study,
they presented that the optimal value for BPE merge for Indian languages is between 0-5000,
which is low compared to that observed for European languages.

5 Recent Machine Translation Techniques: MT using LLMs
With the introduction of multi-lingual large language models (LLMs) such as GPT-3 and
ChatGPT, new techniques have emerged, machine translation using LLMs. Here the LLMs are
fine-tuned with prompts for learning translation.

Evaluation of the translation is another important aspect of MT ecosystem. In the
following section, we have presented the details of different types of evaluation metrics.

6 Automatic Evaluation Metrics

Automatic quality metrics are divided into string-based metrics and machine learning-
based metrics.
6.1 String-based metrics

String-based metrics generally measure the word or character distance between the target
sentence and the reference translation.

Examples:
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e BLEU
e METEOR
e NIST
e chrF
e TER
String-based are used in research papers and competitions because they are explainable and
fair, and they can support any language pair.
But string-based metrics can punish translations that convey the correct meaning, and the
scores cannot be compared across language pairs.
The scores generally do not correlate well with human evaluation scores when translation
quality is high.
6.2 Machine learning-based metrics
Machine learning-based metrics use sentence embeddings to calculate the difference between
the generated target sentence and the reference translation, or even between the target sentence
and the source sentence.
Examples:
e COMET
* YiSi
e BERTscore
Machine learning-based metrics require a model that was trained on data with the source and
target languages.
The score can correlate well with human evaluation scores.
But the scores are not explainable or fair, so they cannot be used in a research competition.
6.3 Human evaluation metrics
Human evaluation is the gold standard.
e MQM
e SQM
e Average score and average z-score
e TrueSkill
e Adecuacy and fluency judgement
e Relative ranking
¢ Constituent ranking
® Yes or no constituent judgement
¢ Direct assessment
But human evaluation is slow, expensive, and subjective.

7 Summary
NMTs offers many key benefits that make them particularly well-suited:
e NMTs can learn and model non-linear and complicated interactions, which is
critical since many of the relationships between inputs and outputs in natural
language are non-linear and complex.
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Neural Networks can generalize — After learning from the original inputs and their
associations, the model may infer unknown relationships from anonymous data,
allowing it to generalize and predict unknown data.
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What is the Seal of Biliteracy?

What is the Global Seal of Biliteracy?

What is the Difference Between Them?

Benefits of Seal of Biliteracy Certifications
Decoding Exam Structures

Understanding the Syllabus for Exam Preparation
Navigating the Right Study Materials

Utilizing Technology for Tamil Language Learning
Using Tech Tools to Enhance LSRW Skills
Technical Specifications for Online Test Participation
Utilizing Practice Tests and Online Resources
Effective Approaches to Exam Success

Why “Seal of Biliteracy” Certifications for Tamil Language - A background information.
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ABSTRACT
We discuss applications of the LLM for Tamil NLP with demonstration and discuss some of
the guardrails of LLMs in Tamil.

1. INTRODUCTION

Generative Al and Large Language Models (LLMs) have provided novel automation for tasks
previously unable to be handled at a acceptable quality. Particularly introduction of ChatGPT
(Nov, 2022) has gained a wide acceptance among the general public outside of practitioners of
Al; subsequent rise of open-source LLMs like Llama, Llama2, Llama3 and Mistral and their
fine-tuned variants like Tamil-Llama have provided a lot of horse-power for capable
engineering teams to integrate these models and capabilities into their applications.

Questions remain on how effective these models can be in tackling NLP tasks, their accuracy
and bias and hardware limitations to deployment.

2. Application in NLP

2.1 Spelling Correction

By using a masked word in a sentence, we can make the LLM complete this masked word and
compare against user input for spelling correction.

e.g. if the user input is “yerGL FauLd erarmy OFmedeuny Hevg" then the masked word technique
can be applied for the suspicious word and sent to LLLM as input, “9yerGu [MASK] eresrmy
Qeraveuny Pevg," and the LLM would complete is as “wyarGu Hauid e1eimy Gleneeuni Hevg"
thereby performing a spelling correction.

Since LLMs prediction is of order of tokens/second we will have to run the masked word on a
pre-processed sentence where only a few words are tagged by a prediction model for potential
error.

3. Quality and Bias in LLMs

LLMs a e not ol acles even if they appeal Iso; popula Iwo ks like “stochastic pa lots” etc.
indicate the LLMs are mainly auto-regression tools which are good at learning the distribution
of the t aining data and gene ating tokens in that distl ibution; they are not sentient even if
they may give some persuasive outputs to that effect.

Pa ticula ly LLMs suffel /fl om limitations in a ithmetic capability; fo lexample, Tamil-
LLAMA paper reports a sentence completion of factorial function (Qg g6 LB @)
incolTectly; whel eas such limitations ale fjo[d ove Iby the function-calling LLAMA or Tool-
LLAMA variants the fundamental nature of the LLMs remain.

Further LLMs need to be qualified for various levels of bias and metrics established - do they
represent Tamil, people, ethnography, culture in an unbiased manner? What are their biases
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regarding one or more of these categories? To our knowledge this is not done to any
quantifiable way.

4. Conclusions

Tamil LLAMA model despite its limitations presents a significant advancement in generative
Al open-source language model; we hope to see more community participation from Tamil
department academics, engineers and humanities to quantify the bias and guardrails in the
data set. Future for Al applications remains bright but limited by access to training, fine-
tuning and running such models.



76

A Transformer-Based Sandhi Splitter for Tamil

Parameswari Krishnamuthy, Nagaraju Vuppala and Nisha Irene
<param.krishna@iiit.ac.in>, <nagaraju.vuppala@research.iiit.ac.in>, nishairene @ gmail.com

International Institute of Information Technology - Hyderabad

Abstract

Sandhi splitting is a crucial step in natural language processing (NLP), especially for languages
with agglutinative morphology. Morphological analysis involves identifying the morphemes
constituting a word, and Sandhi splitting is integral to this process. This study focuses on
identifying instances of breaking words with external sandhi in the context of composite non-
compound words. Tamil, an agglutinative language, constructs words by attaching various
morphemes (meaningful word units) as suffixes to a root or base word. These morphemes
convey grammatical information such as gender, number, case markers, tense, aspect, mood,
etc. Nouns and verbs in Tamil are highly inflected, with extensive conjugation patterns. Sandhi,
derived from Sanskrit, denotes the process wherein two or more morphemes or word forms
unite to form a complex word, facilitating smooth word transitions during word formation. We
approach Sandhi splitting as a Seq2Seq task for machine learning, utilizing different
transformer models. Our experiments aim to evaluate whether transformer models are good at
sandhi splitting. We train our models using data containing sentences with sandhi splitting
annotations. The training dataset encompasses both splitting and non-splitting words to enable
the model to discern when to split words. Through this study, we seek to enhance sandhi
splitting accuracy in Tamil text processing, ultimately contributing to the advancement of NLP
applications in morphologically complex languages.

1 Introduction

Sandhi, in linguistics, is a process in which two or more morphemes or word forms unite to
form a complex word. It involves the alteration of sounds at word boundaries when two words
are combined to form a new word. Sandhi, as derived from Sanskrit, means ‘join together’. It
refers to the natural phonetic transformations that occur when two or more words are
juxtaposed.

These transformations are often guided by a particular language’s phonological rules. These
phenomena can include merging phonemes (units of sound), omitting phonemes, and adding
phonemes to facilitate smooth word transitions. Sandhi can be understood in two ways. Internal
sandhi refers to different types of sound changes that occur within words (internally) in the
word-formation processes, such as inflection and derivation, whereas external sandhi refers to
sound changes that happen between two or more fully-formed word boundaries (externally). In
our study compound words are considered as single tokens and can not be split because they
derive new lexical sense on combining. The composite words which are non-compound words
in External sandhi do not derive new meanings on combining, these word forms are considered
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as two different tokens and we consider these to be the split points in our model. The detailed
explanation of types of sandhi is explained in section 5.

This explicit study on splitting composite words is essential as it necessitates a deep
understanding of morphological distinctions, syntactic variations, and semantic clarity.
Composite words are usually formed with multiple word forms with different roots including
suffixes and their grammatical features. Along with morphological distinctions they exhibit
various syntactic relationships that affect overall sentence structure and meaning. They also
may carry multiple lexical senses, and splitting them into constituent parts clarifies their
individual contributions to the overall context. These linguistic aspects are interconnected and
essential for understanding the complexity of language.

2 Sandhi in Tamil

Tamil is an agglutinative language as it forms words by attaching various morphemes
(meaningful word units) as suffixes to a root or base word. These morphemes can convey
grammatical information such as gender, number, person, case markers, tense, aspect, mood,
and more. Tamil nouns can be highly inflected to indicate case and number. Tamil verbs are
also richly inflected, with extensive conjugation patterns for tense, aspect, mood, gender,
person, and number. In Tamil, there are contexts where two/more grammatically formed word
forms can be joined together. We refer to them as composite words or non-compounds as they
must be split before processing them. These split words are considered tokens.

The rest of the paper is organized as follows: Section3 discusses the review and comparison of
existing approaches. Sections 4 and 5 explain the sandhi splitting and types of sandhi. Section7
explains the rules for sandhi splitting. Section 8 discusses an overview of the experiment and
evaluation of approaches ending with section 10 with conclusion and future work.

3 Related Work

Some research has been carried out on sandhi splitting in Tamil and other Indian languages.
However, most of this research has centered on internal sandhi phenomena. Our study, on the
other hand, addresses the splitting of external sandhi words in cases where two or more fully
formed composite words are combined.

A CRF based sandhi splitter is built as part of a morphological analyser. We have tested it with
our test set and found that only 26% words are splitted..

In the paper Kuncham (2015) the authors have employed a statistical method to perform Sandhi
splitting in the Tamil and Malayalam languages. The testing results indicate an accuracy of
89.07\% for Tamil and 90.50\% for Malayalam, demonstrating the effectiveness of the
approach. This methodology comprises two main components: segmentation and word
generation, both of which utilize Conditional Random Fields (CRFs) as a key tool. Devadath
(2014) in their work, they devised a hybrid method that leverages the phonological changes
occurring when words are joined together in the context of external sandhi. This approach
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combines the statistical identification of split points with the application of predefined
character-level linguistic rules. As a result, their system currently achieves an accuracy rate of
91.1\%. In the study by Devadath (2016) authors have addressed the issues related to Tamil
treebanking, in the context of external sandhi. Explained the challenges posed by external
sandhi in the syntactic annotation of Tamil sentences. Their experiment using the statistical
parser to empirically validate the improvements made to the treebank stating that even the
separation of a single type of external sandhi significantly enhances overall parsing accuracy.

The study by vempaty et al. (2011) introduced a method that employs finite state automata to
identify possible words within compound words in Telugu. It is built using the syllables of base
words, enabling the recognition of candidate words within compound structures. In a study
conducted by Nair et al. (2011) they designed an algorithm aimed at breaking down Malayalam
compound words into a series of morphemes by employing multiple levels of finite state
automata. In the paper M.R. Shree (2016) they have adopted an approach to the internal Sandhi
splitting technique in the Kannada language. In the work by Gupta (2009) authors conducted
Sandhi-Vichchhed in Hindi words and assessed their software using a dataset of over 200 words
through their rule-based algorithm.

4 Sandhi Splitting

Sandhi splitting is the process of splitting a given composite word into its constituent word
forms\footnote{the first word form is termed as W1, the second word form as W2, and
subsequent words are termed W3... Wn.}. The task of sandhi splitting becomes complex in
agglutinative languages like Tamil as tokens obtained through tokenization can contain more
than one morphological word within them. So, these tokens require segmentation at a different
level. Sandhi splitting must be done as part of the tokenization step, as composite words cause
the fusion of tokens. Tokenization serves as the initial step before engaging in sandhi splitting.
This sequential approach ensures that the text is appropriately structured and analyzed, thus
facilitating a deeper understanding of the intricate morphological processes.

S Types of Sandhi

Sandhi in Tamil is realized in two ways: Internal Sandhi and External Sandhi.
Detailed explanations of Internal sandhi and External sandhi are given here:

5.1 Internal Sandhi

Internal Sandhi, also known as antar sandhi, refers to phonological changes that occur within
a single word, typically due to morphological processes like inflection and derivation.

5.1.1 Inflections:

Inflected words are base words that undergo grammatical changes to convey different
meanings, such as verb conjugations, noun plurals, prepositions or postpositions, and case
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markers are considered as inflectional markers. Tablel explains the inflectional suffixes in

Tamil.
5.No Word form Word+inflectional suffix Gloss

1. Suerrenau bz medn) Buerrenaugt BlEmeamr(h “with pen’
pen + INS

2 sURELNEE el susugymut @) ‘towards night side’
right side + LOC

3. Ligj i usrtEar ‘teeth’
tooth +PL

4. 2B arar =y Frtaurtar “she will dance’
dance +will (FUTH+5G-3-F

Tablel : Inflectional Suffixes in Tamil

5.1.2 Derivations

Derivation involves creating new words or modifying the meaning of existing words by adding
prefixes, suffixes, or infixes. These affixes alter the root word's meaning or grammatical
category. Table2 explains the derivational suffixes in Tamil.

8. No Word Form Word+derivational suffix Gloss
L. =yl TeT =yilayt gy em “intelligent °
Intelligent +ADJ
2. Grors Gritas “straightly’
Straight + ADV
3. UTTEEE Tl TS LITI&EET Fal T ‘do not see’
seetnot-AUX
Table2: Derivational suffixes in Tamil
5.2 External Sandhi

External sandhi, also known as bAhya sandhi, involves phonological changes that occur at the
boundaries of words when they come into contact, either due to word combination or sentence

formation as a result of stylistic variation. External sandhi can be divided into two types.

5.2.1 Compound Words:

Compound words are formed by combining two or more complete words to create a new

word with a distinct meaning.
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8.No Word form WI1+W2
1. wswGaenar wE et Gauanar
‘afternoon’
2. SlouToLIHLL ST LB
“toor dal’

Table3: Compound words in Tamil
5.2.2 Composite words or Non-compound Words:

Composite words, also known as Non-compound words, contain two or more complete words
within them but do not derive new or distinct meanings from this combination. Since these
composite words do not derive new meanings on combining, these word forms are considered
as two different tokens and hence to be split.

S8.No Word form WI1+W2

1. Feng g £0lsT B S s Ta sengEtblsTHESTET
cook +grve-PSTSG I M

2 GlamE snwn b FularTar GBlarRenwtGlsarer

torture +do-FUT.SG.3.F

3 aflen reunE G aflengaunst GuT

fast -ADV +go

Table4: Composite words or non-compound words
6. Need for Sandhi Splitting
This explicit focus on the sandhi split of composite words is essential for several key reasons:

1. Morphological Distinctions: Composite words often consist of two or more fully
formed word forms, each carrying different roots and corresponding grammatical
features. These morphological differences are crucial to understanding the structure
and meaning of the word. The language maintains clarity in its morphological
structure by splitting these word forms.

2. Syntactic Variations: In composite words, the constituent word forms can display
various syntactic relationships. These relationships help in understanding the overall
sentence structure and meaning. Splitting these word forms helps disambiguate
syntactic relationships and ensure the sentence retains its intended syntax.
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3. Semantic Clarity: Composite words may convey multiple, distinct lexical senses
when examined as separate components. Splitting them into their constituent parts
enables a clearer understanding of the individual lexical meanings they contribute to
the overall context. Combining multiple roots and grammatical features often leads to
nuanced and context-specific meanings. Sandhi rules help in preserving and revealing
these semantic nuances, ensuring that the intended message is conveyed accurately.

7 Rules for Sandhi Splitting:

Sandhi rules allow us to unravel the complexities of composite words, leading to a deeper
comprehension of their structure, syntax, and meaning in language analysis and interpretation.
These rules for sandhi are made based on the distinction between the Major and Minor
categories. Major categories in Tamil, such as nouns (N), verbs (V), pronouns (PR), adjectives
(JJ), and number words, have the capacity to take inflectional and derivational suffixes and
often carry the core meaning in a sentence. Minor categories in Tamil, including quantifiers
(QT), particles (RP), quotatives (UT), intensifiers (INTF), negations (NEG), etc., are often
considered as closed-class words, and they are more stable in their form and do not readily take
inflections or any derivational suffixes. We identified four major contexts in which word forms
are conjoined that need to be split. The contexts are:

1. Major Categories + Major Categories
This combination involves sandhi between two major categories of words. Examples are given
in table5.

5.No WI+Ww2 Wl W2
1 =y aralilellima b yerafia (V) 1 ‘@ (N) “be-
amount’ FUT3 NELP
2. BswraTana =Bz (N) ‘More syerenas (V) “become-
PSTPL.3 NEU®
3. B FwwTEL G rwis (N) 245 (v) 1s°
‘miracle’
4. HEL HerarTE B 2yznE (N) “for that” | 2 ararrs3a(ADV)
“within’
5. HTIELIET GBI 6T syt (AD]T) *begin’ | sravsizst (N) “seasons’
8. 2y Farpairar i et aydans (W) ‘interest’ | a_averaugzar (V)
“Who have-PRE PL

TableS: Major Categories + Major Categories



2. Minor Categories + Minor Categories

This combination involves sandhi between two minor categories of words. Examples are given

in table6.
5.No WI1+W2 Wl W2
1. el fledansy yaaumyy ‘like that® @ladena “not”
2 UinzsGs ing “then’ =i 3= “there’
3. Gasblpsiaumid Bauny ‘something else’” | srsbsomes “all®
4. aTLiLng Glweinnmab sty “how’ sTaiTm Tt “means’

Table6: Minor Categories + Minor Categories

3. Major Categories + Minor Categories

This combination is the interaction between major categories and minor categories. Major
categories provide the core meaning, while minor categories modify the sense of the sentence

being in the W2 position. Examples are given in table7.

5.No WI+W2 Wl w2

1. Concessive S EEalgUSgys sLmimsl (N) Gl@udigs
‘obstacles® ‘mspite of”

2. Conditional YuafFESTaD =yausi (PRON) ElwEsTed “if”
Lha:

3. Quantifiers & QU ENEL W G ST S/ L sasrense (N) yananggd “all®
‘worries’

4. Interrogatives LreublswGa? ur@augy (M) “to arr3a? “where’
sing’

5. Distal Sy el =ysusir (PR) ‘he’ | =ymics “there’

6. Proximal B @Gaueir (PR) *he’ | Gei ‘here’

Table 7: Major Categories + Minor Categories

4. Minor Categories + Major Categories

In this combination, minor categories are supplementary to major categories, often modifying
or specifying the meaning of the major category word in the W2 position. Examples are given

in table§.
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5.No WI1+W2 W1 W2

1. Quantifier uewBug Lrey ‘many’ Gug ‘members’

2. Interrogatives sTEETfund? stgs “which’® sTfwed? “matter’

3. Distal =y Gemn =iz “there’ 2 arGarmy ‘people-
be’

4. Proximal @)=t Garmit @)=ig “here’ = arGarry ‘people-
be’

Table8: Minor Categories + Major Categories
8. Implementation

8.1 Data Collection and Preprocessing:

We have collected a total of 1 Lakh sentences for this experiment. Out of which 7000 are
manually verified. The remaining sentences are augmented using a sandhi bag of word
equivalents. If a sandhi word is found in the corpus, then the corresponding target side is split
using this database. If there is no match found, then the target side sentence remains as it is.
This database has 4000+ entries which are collected manually.

All the sentences are tokenized for further processing. It is important that the model not only
learns when it should split but also when not to split. So, to overcome this issue we are also
including sentences which necessarily do not have sandhi words.

8.2 Workflow:

We are using the Transformer model architecture, a state-of-the-art deep learning model, which
has shown a high success rate in various natural language processing tasks. Transformers can
capture contextual information making them well-suited for sandhi split tasks.

Like every transformer model, our model comprises an encoder-decoder architecture, where
the encoder processes the input text, and the decoder predicts where the sandhi splits occur. We
implemented the transformer model using the OpenNMT Pytorch based toolkit.

8.3 Training:

The dataset is split into train and validation sets. The training set contains 39000 sentences and
the validation set comprises 10000 sentences. An additional set of 1000 sentences are used as
the test set. We have conducted 3 experiments on the dataset to figure out the best performing
model as shown in table7.

8.3.1 Experiments
In the first experiment we trained the model using a basic transformer architecture model. The
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model is trained up to 10000 steps. Since the transformer model required huge data this model
results are moderate.

In the second experiment, we have arranged the data in such a way that each line consists of
only one word on the source side and the target side consists either one word or its equivalent
sandhi words separated by a ‘+” symbol. We call it the “Word Model”. This data when trained
using transformer architecture showed great improvement on the first experiment. The model
is trained up to 10000 steps. The results can be seen in table9.

In the third experiment, we have arranged the word level data such that each single character
recognized by Unicode standard is separated by a space. We call it the “Character Model”. This
data when trained using transformer architecture showed significant improvement over the first
and second experiments. The model is trained up to 10000 steps. The results can be seen in the
table9.

9 Evaluation:

For evaluation we have used Bleu score and ChrF2++ metrics. As mentioned in related work
when tested with the test set CRF based splitter could work with only 26% accuracy which we
consider as baseline to compare our models. From the results it is clear that Word level and
Character level models perform better. Since bleu score works on sequence of words we are
providing ChrF2++ score for this model.

Results:
Experiment Type Bleu score ChrF2++
Sentence level Transformer model 17.7 447
Word level Transformer Model 41.1 66.6
Character level Transformer Model NA 75.0

Table 9: Results

10 Conclusion and Future Work:

Tamil being an agglutinating language needs external sandhi splitting for the downstream
applications in NLP. From the results, it can be inferred that the performance improves
significantly when trained at Word level and Character Level with transformer models. Future
experiments can be conducted using more data with pre-trained transformer models and fine
tuning with Large Language Models (LLM) to get more improved results.
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@ WL Ij6emL : MEBCLF eLpeuld SLEILD @) 61)600T W S6ITLD

SHIGECesY FleTeraFmsl <ctv1957@gmail.com>
QFWevLneTMLD, HLALD BT(H

eflss QST &HeooT(HLN L1960 B 2 WINTQ WU 6T &SI BN 6T eLNeVECHTMME S
MIGaUMLD.(1) BITD CU& D CUEFSH em&CUET sHadl enev &L Leninlililey

Flevaw 5 & & H G616 (chipset) QLMMeS6L @) 6v& & erlev, eretoflenf] (LemmenLouiley
(DIGITAL Process), '@ @bL0’ (binary) Q& MeTem & &6Tl6v, @6V&H &N R6TEM60 16V (1) HMEHELD,
F PG D6TI60(0) eBHID FlLSET QTG D &erfler QLHEHEHECLD LG LD. L6V
&maellserfleor LG LILTL 196V, 6Tevofl60f] @) (HLD Q& TETEM & & EHLD @)Wl M & 600Te S evild (Algebra)
QEWELIL (D), CLISLD H&HEIVEEMET 6T6LEVITLD @) emevorl (&I eneuepld Lflinmils
QE&METHCMTLD. 6 eTevvflevfluf et 2 L L& Lieoof] Liev SaMM&HL LGS S, 6ThH0SHHS LGS
6T60T60T QI &F LW GeuetoT(hHLD 6TevILD @)6V 888 D) 60T (L6 MEmLDW]6T 'Q&FIBIT6ev’ (Programing
Code) (emMUIeL QFWOLGOEBMSI. @6ueummmeT H&Halev Liflinmmm Qo
©)6V8>85600T5 1 L_60T, @)60)600T LI QUL QUEDLOLIL| &L L 6D 65 EH & 6TEHLID, CLIFS
QUOMLEIU L 63T 6T(WD & BI(H & HEM6T 6260l LILIGM S, eTevoflenf] (Digital) eLD6VLD &HMMEV (LPEDM
LIWeTLL, QU(BLD @ emevorl Qomdl (LLm 2 (HeumS @ HeHHPMmE. Q& mevedleor
|5&600TCBTE FaMMI60ET 6M(WDESI(H LUGLILMUIG Q&FUWIW @& &L.(HemT LIUII6TeTS TS
@ H&GSLD.

WSS QLMHUNL 2 [(HaUTHGLD G6VEG:

@) em6vorlL QUL elemLOLILN6 2 6iTaT 2arL_MHID & T6L LIS 6] (Interactive Voice Response) eLO6VLD
&eoofleof] QUmdluiwey wrHFluley LweaTUH S SHUSNHS SHSHHS QLML @) UI6VenLD
Q&EFMeLEVEMLDLIL] eUT W MUV eTauTserler emasCUE Hmer HTUIRLMLHU D
erell®H 6 @ mlwieumd. &MU (b LedT eTevorleof] (Digital) 6ulqeumbigerflev @)6mevoTd: &L
LIwesTLI(h & 6vITLD. eTevofleof] (Digital) SemLOLIL| BHIT6OTE 2J1q LIL6mL Q&FWELLITL (HL6IT,
smaugl, 2 eraf(®-Qeueflufl B &malser, (N&HSW Bleneorauds &L BILILMGH), DHMILD
&H6001&-FH[HHH 6V& 56T Q&TevoT(h @UWMBIGLWD. SLAP QLT @evs&HEHWSH GG
&BTWS6 WS SIBHemel LWeTLHSSHCW @ 76uor(h), eLo6TmI 6T(W05S GeuGul

616001 60f1UI 60T Q& WLIGLLITL 19.60)60T B5LDE8600TL (LM UT 6L &5TEToTEUITLD.

&H60011% HHESH 36V (LUN) e SeoflILL L &L LemeTWwms:, @UeLIT&HGa! QIUIBI&T
GrullliLs smalseflear QsmT@ LN BlWE s &6ofle S 2160 UIMETHISGTL LY,
FmmlulevLimeor eTevoflent] ( Digital) @& ML FLITLILI (805) e6VLD eUemTWLMIGHELILIL (D), L|TeuedT
BlTavL_6dr (Host Computer) 2_aiTaif(h G euelui(h (1/0) &L L 6m6maHeme6rT UL 60T Q& WevLI(h &S0
STBlen6 G, LML , 'GHLD @ SLD' 6T60T S MEVITLD. 61.&IT: ‘&' 6T60TM {(L0+°)+(@)}+ &
6TEOTM 6T SR & M0 2 (LIS 60T CFTH G, (LD+°) ©)606toTWSH 6V HLALD 6T(LD & SI([HeUTSLD.

&+10l(LD +@)\(H)LD), 6T60T B eMmP&HSHLILIBeUSILD TG mSlullswid eoTld, Qouiuiluwieviiev,
QUITL(® 9L (B Brellev aumil epeud QeueflliLI(H &6V 6TDQMN & GLD LW6TLGILD. 6T.81T:
SO0, SFMag), S @SD 'S 6TeTm SLA(LD-+°) +(@)-eTWDSE S M6l 2 (LI 60T
CEIHSI, LD(LD+°)) 6T60T @60600T W &L FHUBISSITID. (SL(LD -@))(H)LD), 6TELD

2 _(HLIEMET Sl D6oTLD, QUIUNW6dsL QLML LTS DeV[HSHE QML 6TedTGLITLD. @60
SLAILD 26r_g5miIG 6160 L6008 @D ©)60)600T LD @) 60)600T LG 6TLOMS 6760011601 (LM EmLD

'@ L0 (binary) @6V&H5HEH6m6Ts: Q& mevorL &L HILIML(H L 60T &TeoflWmIS &malwmss
M&CUE Liew BT &erflev LisuCaum Qmblseflel QUGBS auGH M. Sl @) 6ot
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D& G667 &EHH 6L CHMerTMlUlemel &([HSHETeTEHH 6V I&HS!, Q&MTGSLILITS, @) 6Tm!
@ eM6ETTWS ST alemy LA QMU 2 6T6Teor. HLOG &S5 H eV GG meoTn),
WS SIMmallev 2er(H e, eTevotlenf] (Digital) euen T , 2 26TL_SHIDMEH HHLHMSI.

'‘6Teuof 16011 62601 eLOGVLD @) VESHSEH 6T HT6Y S erflGeVEW, (EMMLILILY. &)6M600T LD

&L LeM6TSH6T, QF BT , em&CUG eypeuld ' eTeoofleofl(Digital)’ euemyulemm '@ (HLO
Q&MeTem s QGITLTLL6T QUIHS euhSH eoTmeot. 2 UN TGO L 63T 6T LIL|LD
2605&EMINL60 LflujLb.

6T.GIT: 'LI' 6TEDILD 6T(RS SIH 6260111, LIV ITAILD, LIGVSTEVLD SIS 6TS Gg 60615606
BlemmBGaumm, Liev M GM&eflCeuCU QFTMH&HETTES HLOG &T6v QeuetlliLImL 1960
bsHS QUMEL LN&ESHSS 2 (BamsEsLILGSHDE. (2), (3), (4) UL TWsSSI® 'L
610N QUIQWIWS S LI(L+3]) eTenild 0D Qomd s yalflenaulléy wemmLiLiLg
@e0GHerH. LNeTeorT LI (LI-3]) 6TenIlDd ' &0 auiflend eedllIL] '@y’ eTeoT &My 6601 6ofl6v
‘LI 6T60T [Bl6m6v & T (HEH M SI.

&HMHMESI6L LI 6T60T aUlgelld MIBEH LWeTLUBHSH 6TWSHSHHaIl6L '60+3(D’ "LITL LD eT60T

TWSSIM s SMIHE Q& Teumend BIHMTeT(H TWHSSIH LULSHET eLpeuLd
S MlWeVTLD.

@ &H&HTVEH 6V, @ emevor D, LUSSILUTL®), T H SO ST, 6Te0Td Q&ML BIG),
LIS G eoTevor GLOM & 60018 &, LIS Gl6oTevor HLDE 60016 G SiTeoflwmiGuilev Limeleorinms
LieuesflQuImIGLD, SLLD @evEHS W alFeuTMHMmI LIS 6 &6fain @)6m 60T IS eTLD 66T
LS QSTLTRMS!. S60TM 556160 QGTLTL HeUHEQSTHeUT 626011
wenmuleL LfllnMMMLD QFUISHNS, @ 6Tm M&CLG eLHEVLD G)6M600T LIS EITLD 616D T
QSTLIRCMITLD. 6Tevor60f]l @ HLD Q& TETeM 8 &6001185 H(H&HE 3{6V& LevHLD CFHemeuLi(h LD
alems WL @UIMIGLD LIeV &(IHeN&6T HenL (e muilewid QLIHE WeTensl. @HS eTevol6of]
@ HLD QG&TETEN & @UIME600TE G 1 1QLILINLUN6D, QoMLY ©)6VE8 8 600T @) 60 600T WL
allgalemLlIL] GIUMLIQMELWD, 2 6Tee CLFH QDML 60T LImLPU 6T 5 Si(H 5 &M 6T
6e0QUWILILSMEGLD, eTetoflevf] (Digital) epeuDd HMHMEL (eMMemWL] LIW6TLI(H&SILD

@ 6me6uoTW QIOMLEIWITS 2 6Temal. n6oflg 2 amellwiey GBITIenm, HH HBlene6, 6TH TLnemm
3160I& WM 67607 LDFHLILTL (B 2 6meiley &60oTLMIWI6VITLD. Q416 &6 LIGLILITUIeY

'QIF WG LDETMLD' 6T60T QI FMVENIEL 2_6IT6T TS SIHeme &HIHSI 2 mma6rflev emelllLIg)
BLIME, REUGAUMIH QIFTELAILD 6TLRHMSUW|LD HS Q&FTEVEI6V 2_6TeT 6T SIIH G LITIH6IT
alenTwenm Q&meoor(h "SIHEIenm' i S Blen] SOl FensssH 6, msCLG
S160600T Q& MeooTGL SLALD QLMY Lfllnmrmmd QFUIG eUBHRICMITLD. '&IHSienm CLEs
WSS Q&MeooTCL QEFTMUMLLE] eLneud LILGaIM SHlenmME6TIanin 2 60)F WITmHMILD
Blemev QUmMIeTETS!. SO QTHIUIL MBS & meTeugl W&LQLFIW Falmev
eTeflemIld, QSTLIHS LSNORSHCmTLD. opeTLpmil@® 2_6T6ef(h Qeusfuil (@ samedluwiib
LIVGeUMI 660 & UIMTeT LIW6TLIMH Q&TeuoTL &l & LD. @) 8816 W & ) 6vr6oT

QLI UWITSH Q& Mevor(h @)6mevor (L&eUTf] eneuld (b SaHealemev LIFlinmnls
Q&BTETGRUITLD.

LI 6T60TMIT6V () 60)600T UL|LD @) 60)600T LLIGHEITLO:
([ 6TevofleofluledT 2 L' L@ Lieoollenwld Q&ulwl, &HemeoTll LIV FamM&Ll LGS S, 68 60T

L9 6ot 6T 6me0TE Q& Ul Geuetor(hlLD 6T60T @)6V888F) 60T (LN6 M 6mLOLL|6T G &F Wled 6t 6oT
'‘QEFWBIT6L' eLpeuld Bl Feoorui &G @GLD. LD LGS UN6L 2 66T euFeummm LIS 6&H6T QS TLT,
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QBTLIL Bl&De&Hem6T Q5TGSHS SiMlaig W&ea|lb SNBSS @eTmTGLWD. @F @ eorLd
&SB!, Caummep Caummienin @ e6or LjeoorT&ERUev GHTMMLD HIHLD @) UIMENS

2 ufifleorid eoflg 2 ulifleor GEMMHMUOLD, RF LDMTMHMLD @G LD. HLUISVTT 85600T600T60T T
LUSESS 'LIL196TLILIMemev’ LITL6VEET eLpeuld 6260 LnMmmILD 6d&&GNILIL] 626UQ6UT(H
&HMTVGL LG avld QealelCaum Qomblagserfley Ligel 2 6TaT Blemevemil MlLI6VTLD.
QSITLT 9iMle] eugeuTmMl Bl&LD6Y&H6T NV SMIeUSESTEGLD. 'LILIQ60TID' 6T6dTM Q& M6V,
QUW6L REIQAIMH HMTVSEL L SHeID 6dsGMILIL eeuld UL LMle] Hernmds Quomigl
wenmenin el uIMe: QY BIGTHEIGCSH LiIvGaum IDMMILIL L 6i(W0&SI[Hellev Blemevs Sl

2 _GTEMem & &HITEOOTEVITLO.

LIL_1q60TLILIT60Y6V LIGDOTL_LOMMMI (LD6MM QL TLDLI &IT6V 6UITLDE 60 & 6UT6VITM M6L

LB &HEBEHS @F TS SISHSTL(H G, 'UL LY eTedTm Q&6 F\Hmmy ereor
QUTIBHETUGILD. LUH6&H6TTEH LIMTL6&6r 6T Qam@&LLeL @L LD QL mHMI6TeTS. Booty,
‘Buddy’, Port GLITedTM MKV QLMY ee6dILIL] (hemm BCT&EHS Qomigl, 'L eTenild LA
LIl B LSS L 6 eI (pemMES QSTLTLN6060TE SMeroTeLITD. BCT&H S5 H 6V
QETLMAISH QWfl&HEs BT e QM e6dlLIL (enm auemTWenmMUIaILD 2 6TerT
@MMmIENLD &eiTenlnenll G LIH 6L CL&LD Fmeneot LS Q& TeTeT (LU, LI,
LILQLéor, LYedT, 2 mITE 6w Qomdl Port eTeorayld elliflaumd e eedlliL] (emnmenl MBS
Q& METETEVITLD. LD6Df1GTEET aUMIDLD (LNemM 260l LILINWIGY e & e & & 6rfl6iT eLneulh @)\ &l
GUIMTETM LIML6L&6T Q& flaflg&m eormeot. 'LIL' GLIMETM Q&FMeL HGBIEHS, 605 G 60T
QumHlulev 2_aTer 669, LictoTemL W eugeummMm GmILIL] e6dlLIL] et em&Fem &
GSMOILMGSLD. UL (L +°) 6T60TM Q&M6L (emmLILILG 19 (L +@)) eTeoT LIM& &6y, Ll Lg,
@)6oTLOME 66T M ' LILLQ.60TLD' 6T6dTM QIFTEL '@ UI6V j6mLn (Lnenm 6TH& G omdluiluiey
eLNGV(LOLD LISWIEVITID. 'LIL LY 6TeID Q&FMeV, SMIeUEFTTHS SLALD 61D & SI[H (L6oTGeoTITL L
NerGeormL_ L Q&mmaeTms: elliflalen_ bl eelGeum(h almpalulsy mlemevulan ‘LI,
"W, 'L IQ U6’ 6T6OTMI LIGV 6T(LD&SIIH 2166 (LN6TsnllD LeiTenild GF &SI 2,60t @MY
QUIBHLOEGH6T 26T[], DETJTH 26T H S G F6TM 26, 2eMFTL T, LIL_ LG 6T60T FNIGF m1 S Fmin
jerallel LW QsMSleL QFUIZ QIHeIS HTLD HTEvILD &6voTda ().

LUl Qs mdlev UM epevBLn, LE5L0ME 261, LIL LY. eTeor aflifleuemL & Blemevs &l
@MERMSI. (3) 'UIHEUTU' TN QFTE '@ U6V 3i6emLld Blemevwilemeords &smevor GLIMLD.
QUHEUTUI, GUIHLDLIL, QUITIHET eNl6mmigs (LI U|LD. SLoaILD L|6Yl 661G 6UT[H6([HE G LD
QLI aUTIPLD HeTemln Blenev&H&LILOGSH MG, sLoaid Lieluilev
R6IQMIHEUHEHGLID AWSTTLNMS BleneuliLIBieUens, Lo &6 Q& TeT(LN S 6VIL_60T G lq U
QST Wefls @ 6T MleUMGLD. aUHeUTU Q&MevoTL. QUIMIBLSH6T QLIMILD SpMmev QLIM
LiweT LRSS 2 enlpliL], Galeme QSTLHLD Blemeul L), QLMILD QLMMeVILD,
SmUQUT@erlev BIFLLlw LumFAWW seuba FHLUB IS QS THVETT Hlemev
AHME. LUIT Qs THlev BIL L Mleybd, SsLiaI(pd QSTLIHS Blemeuuwiley, aumerLd
QILPMBIGLD Biflemerr MBI Q& mTevor(h) 260076 G LIMTIHEm6T QLMIGSGMITLN.
INQUTMIS6l6L el eumeTmiD eN6emBIG Ul &5TVLD 6T6dTM 6R60TMI 2_600T(h). &6
GUEMITLIL LD ELRGVLD LIGV (LPEMLILIL GULPMHIG (LOIQU|LD 6U6DT QIFGLEILD 6U6VEVEDILD
Q&ITEOOTL_G)l. 6T eLNEVLIGLITIHET aUeTDd S auPNUTL H &G 2 flwemey, e BIFsmEm
Blev 9Ll HWIASLD QIPMHIGLD QUUIWMILIL QFTSLIL], QFTELIL 6T Falq Ul QoMY
(PEMEMLD S GLD. LI SIMwEF Qaeuald euldlGul Qmblgetlel Bleneud & L.
Fa(HH6V Lieoo1WileL BenL_&GLD G6UG LT LD, 2eT([HEE QULDMHIGD &eoTemnnU]GLD, &60TLD
SHLD. LUMMIFH6L Q& meor(h G &F WevLI(BILD HmedT G185 mevoTL L06of 1S T&HeTmey GLnedT GLoswiLD
Qe IlILg BTMH. WG FHILL®), &SI 61E& 556960 a16V6VEMLD Q& M6t G
TG METEU([HEG LD Hevadl @ UGS (LNEMMENDCW HMETEV &([HE S TGLD.
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eTLREUTU! Liuevflemev 3jemL! LiweTLGID QUIMTIHOTMESLD!

SNV @ UISSHPeNMU|LD @UIMend mlemevenl LNeTLImm Geuevoriqul euldlenmaCer
Blenev& & L. FemL(NemM SHHSH 6V, @5 QSTGSGLIL Sinflaigib, sevallll LWlmG)
Bl&HLD &6V Q& W6 (LDEDYM UL 63T, 6U(HBISTEV &606V(LNENM ST ELD. 6UIHEUTUI 6T60TM
Q&meLEdl6L aUBLD euldl Qo 2 ulNF eumQmdullewid eurmuiliL. Q& evaerleor
@emeorLiL. 2 ully QU QFeusserfler au@d Ul eumuiliL] Qmdlsserfley 2 evor(h). Liev
&ITeVLD D61 2 mILIL S erfley 'eTpeu Ul 6T6oT QLIWIl6L Blemev s S, LIWeTLI(BILD
QUITHEM6T QF W6 Hmemet MBS 'Liweoflenev’ 'LILeTLGWMQUTIHET 8
Q&EFMLEVITMMEL BleMELGILIM B 6VEEG 6T, 'QeVEHHILILD' 3L&6WD, 1&E 600G L 1fl&H6060
2 _6TeT @ 6VEE, '@ V& GEHE0TID' QL&HE| LD, 6IGC6UTIH QMU 2 6Tergl GLIMeL HLAlLD
QumHlulev Blemmbs 2 6iTemenT. L06oflg @)60T GILOUIUMILIL|& 66T QSTLTLLMG &SI
2L,Mem6oT(RNA), 319 L1LIen L U6V BIT60T& L LILIDL Fa MI&HM6T(A) CHMTTHSI (G),

@ emeoors Gl (C) 2L s ellement(U) 6p6UQ6UmH &iTulemneor(DNA) eLoeuLoLD

2 LSBmHaUTHMSL.(5) QL LS HM6eu(Nenm STHIGLD HmedT , 3jmLd, QUIMTIHET,
@eTUBlemMe] &MIUTL QL 6v0T S600TE S () 2i6me LUFeum@GLd. @emmeurfl: @emm, @ W menss
6TeRIN QEMEL @M @UIMNeNEHUI HemL & @GLD AN&LILM Blemevl LM & LD.

"QFMeVEIIW (LNEMUITEL Q& MeLeVE|LD LIGIGLD” 6TdTR MM, QS MeL&TLILIWIF. 4,607 Tl
MHmILD Liev g LiNeT 2 6Ttefl (), Qeueflufl(h &mellEn &8 merT 61h& 6H HeT(oLD
LWeTU(RQSS 2 56D @)60600TWLISH6MHMSES 2_(H6UTHEVITLD. @)60600TU GLOLDLITH) 6T60TLIG!
@ emenTl 2_eumallserflel Gauemev QEFUILLD 6UEMEVE S ETMHISET LDMMILD &)6D)600T UL
LweTUMTBH &HemeT 2 (HeUMTE @D QF U6 WenmMUTEGWD. HmeaTCUF &G gmm
@)W H TSNS CHHQLMTMIGET eneuld LISFRMHS QLSS QUMM @ISR M.
&HM&Mev SevofLILNeTLIg 60 69(WEHHT(H HMeTCLF 6T6TLIENS HITLD &600TSn LT

&ITeooT HGMITLD. 61600118 6UEMNEVESETID GILIIHLOLTILD HmeTCLE eneuBln HemL &R M.
@) EMETTW&HET CaudH G CLINLGSS), ST A &eflauld Gausnmsea|n W&sLe Lflul
CaMHMSHMB WD gHUBHSSH DS HMeTCLS GBI 2eTellaid BB QBTIUiley
gOMLUILGLWD, @@ QBMUINey gHMLUILGILD @) 66T UlS6TIONS, B LGS L eLneirml
DLMBIG AF&Wmer nmMHo &5 & 5058 68 meoor(h6Tensl 6TeoT CLIMTGL6TL. HL &5 W
iiaflev QsHlalle&asLILL(H6Tens. FMeTCUS LILMIGHm6T &(HHS), UTTLUUSMNES gmm
GeU6uoTI UL H1T6) 36TaUTH &ML (D), @) 6m6oT W SH6T G6ldhgemns LD

GG FERME. FmaTCUT epnhausmH&S gmm alendsullev @ULILIGID W&

(PSSR ILDITET R6E0TMTGLD.

WDLGe T :

M&CLG eLN6VLD ©)60)600T WIS ET 2_(HAUMTESH G\ BHMILNEMMSBET LIeV UL &6T 2 _6TermeoT.
Wsev, LTy HmeTCLE & [mellserflev @)6meuor 6D 2 (heumd & wl Lieor
QEFEWLOHRMSIT TeoTLILIMTTH&H6D. QL6 Fml® wmmib 2 6rafl_ B Qeuefui(
&Ml &HemeTl] LWeTUMRSH WD Fo@Ge6rfler S meTCUE HL L] nemmuilev

@) 6M600T W& 6TSH 60 S 626UGQRUMTIH LISHHSHMSUW|D LIMTFTLILG O&6|LD LIUIsI6TeTS T
@ (H&GSLD.
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Abstract:

Despite significant advancements in sign language recognition, Tamil Sign Language (TSL)
remains underexplored, with existing methods failing to capture its intricate nuances. This
study introduces “SIGNET” - Superior Intelligence for Gesture-Based Neural Exploration in
Tamil, a novel framework that employs a hybrid model of Convolutional Neural Networks
(CNNs), Recurrent Neural Networks (RNNs), and Transformers to address this gap. Current
models often struggle to accurately recognize TSL gestures, leading to imprecise results and
limited practical application. This inadequacy poses significant accessibility challenges for
the Tamil-speaking deaf community, who lack a reliable method for recognizing Tamil script
through sign language. SIGNET leverages state-of-the-art deep learning techniques to
enhance the accuracy and robustness of TSL gesture recognition. By combining CNNss,
RNNs, and Transformers, the proposed model captures the detailed spatial features of hand
shapes and facial expressions (via CNNs), the temporal dynamics of gesture sequences (via
RNNs), and long-range dependencies and contextual understanding (via Transformers). This
hybrid approach addresses the specific challenges posed by TSL, such as the subtle variations
in hand gestures and the spatial-temporal dynamics involved. The innovative integration of
these neural network architectures allows SIGNET to provide a more comprehensive and
sophisticated understanding of TSL gestures. The study’s findings are expected to
significantly improve accessibility and inclusivity for Tamil-speaking deaf individuals,
fostering a more cohesive and inclusive community. Through resolving the limitations of
existing models, SIGNET establishes a robust foundation for TSL recognition, with both
theoretical and practical implications.

Keywords: Tamil Sign Language (TSL), Gesture-based Recognition, Neural Exploration,
Superior Intelligence for Gesture-Based Neural Exploration in Tamil (SIGNET), Tamil-
speaking deaf community, TSL gestures, Convolutional Neural Networks (CNNs), Recurrent
Neural Networks (RNNs), and Transformers.

Introduction

Tamil Sign Language (TSL) is a crucial means of communication for the Tamil-speaking deaf
community. It encompasses a rich array of gestures, facial expressions, and spatial
movements, allowing individuals who are deaf or hard of hearing to communicate effectively.
Despite its significance, TSL has historically received less attention in research and
technological development compared to other sign languages, such as American Sign
Language (ASL) or British Sign Language (BSL). This oversight has contributed to a
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communication gap, limiting the accessibility and inclusivity for Tamil-speaking individuals
with hearing impairments.

In recent years, the significance of TSL has gained increased recognition, driven by the
growing awareness of the need for inclusive communication solutions. Advances in
technology, particularly in the fields of artificial intelligence and machine learning, have
opened new avenues for developing robust sign language recognition systems. These
technological advancements are crucial for enhancing the quality of life for the deaf
community, enabling better access to education, employment, and social interactions. The
development of sophisticated models capable of accurately interpreting TSL can facilitate
more effective communication, thereby promoting inclusivity and equal opportunities.

The renewed focus on TSL is also reflective of a broader societal shift towards embracing
diversity and ensuring that technological progress benefits all segments of the population. By
addressing the unique challenges associated with TSL, researchers and developers are
working to create tools that can bridge the communication gap, fostering a more connected
and empathetic society. As such, the study and advancement of TSL recognition not only
contribute to technological innovation but also underscore the importance of cultural and
linguistic diversity in the digital age.

Problem Statement

The existing models for Tamil Sign Language (TSL) recognition are inadequate in capturing
the intricate nuances and variations inherent in TSL gestures. This inadequacy leads to
inaccuracies and inefficiencies in real-world applications, limiting effective communication
for the Tamil-speaking deaf community. Despite advancements in sign language recognition
technologies for other languages, TSL remains underexplored, creating a significant research
gap. The lack of a robust and precise recognition system for TSL hinders the inclusivity and
accessibility of communication tools for the deaf community.

Objective

The primary objective of this research is to develop “SIGNET” - a Superior Intelligence

Framework for Gesture-Based Neural Exploration in Tamil Sign Language. This framework

aims to:

1. Enhance the accuracy and robustness of TSL gesture recognition using advanced deep
learning techniques.

2. Address the unique challenges posed by TSL, such as variations in hand movements,
facial expressions, and spatial dynamics.

3. Bridge the existing research gap by providing a comprehensive and efficient TSL
recognition system.

4. Improve communication accessibility for the Tamil-speaking deaf community, thereby
fostering a more inclusive and connected society.

5. Establish a foundation for future research and development in TSL and other
underrepresented sign languages.
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Recent Works on Tamil Sign Language

The study in [1] focuses on neural machine translation (NMT) for the Tamil-Telugu language
pair and addressed the limitation of parallel corpora by utilizing monolingual data through
pre-trained word embeddings in a transformer-based NMT model. This study [2] focuses on
recognizing and categorizing South Indian Sign Language gestures based on different age
groups through transfer learning models. The researchers utilized a dataset comprising 30,000
images of double-handed gestures. Within this dataset, there were 10,000 images for each
considered age group: 1-7, 8-25, and 25 and above. The researchers of [3] aimed to address
the communication barrier faced by individuals who use American Sign Language (ASL) by
creating a real-time ASL recognition system. By bridging the gap between ASL and text, this
system enhances accessibility and inclusivity for the deaf and hard of hearing community.
The study by the researchers [4] focuses on bridging the communication gap between
individuals who use Tamil Sign Language (TSL) and those who communicate through spoken
language and focused on the challenges such as TSL involves intricate hand movements,
facial expressions, and body postures. [5] study focuses on real-time hand gesture recognition
in the Turkish sign language detection system. The researchers utilize the YOLOv4-CSP
algorithm, which is based on a Convolutional Neural Network (CNN) and is a state-of-the-art
object detection method. The goal is to achieve real-time and high-performance detection of
sign language gestures

The researchers [6] propose two novel machine learning models (Vision Transformer, and
Lightweight Convolutional Neural Network) for hand gesture recognition using publicly
available datasets: the NUS Hand Posture Dataset I, the Turkey Ankara Ayranci Anadolu
High School’s Sign Language Digits Dataset, and the American Sign Language dataset. The
primary aim of [7] work is to provide real-time recognition of TSL gestures and translate
them into Tamil letters. To achieve this, the researchers employed a Convolutional Neural
Network (CNN) as a classifier. In the work [8], the researchers propose a novel approach for
emotion analysis in the Tamil language using transformer-based models. The study in [9]
aims to improve machine translation quality between Sinhala and Tamil, two languages with
limited resources with the implementation of low-resource Neural Machine Translation
(NMT) for the Sinhala-Tamil language pair. Transformer models can outperform existing
state-of-the-art Statistical Machine Translation models by up to 3.28 BLEU points in Tamil-
to-Sinhala translation scenarios. As an improvised work with Artificial Intelligence (Al) is
presented in the article [10] with the adoption of a transformer-based neural network which is
capable of analyzing over 500 data points from a person’s gestures and face to translate sign
language into text.

The following Table 1 provides the consolidated overview of the recent models.



Table 1: Overview of the recent research on Sign Languages

Ref.

[1]

[2]

[3]

[4]

[5]

Study
Neural Machine Translation
(NMT) for Tamil-Telugu
Language Pair

Recognizing South Indian
Sign Language Gestures
Across Age Groups

Real-Time ASL Recognition
System

Bridging Communication
Gap with Tamil Sign
Language (TSL)

Real-Time Turkish Sign
Language Detection

Datasets
Not specified

Methodology
Utilized
monolingual data
with pre-trained
word embeddings
in a transformer-
based NMT model
to address the
limitation of
parallel corpora.
Applied transfer
learning models on
a dataset of 30,000
images, categorized
by age groups (1-7,
8-25, 25 and
above).

Developed a real-
time recognition
system for ASL
using machine
learning to bridge

30,000 images of
double-handed
gestures (10,000

per age group)

Not specified

the gap between
ASL and text.
Addressed
challenges in TSL,
including intricate

Not specified

hand movements,
facial expressions,
and body postures,
to improve
communication
between TSL users
and spoken
language users.
Implemented
YOLOv4-CSP
algorithm based on
CNN for high-
performance, real-

Not specified

time detection of
sign language
gestures.
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Results
Improved
translation quality
using transformer-
based model
leveraging
monolingual data.

Successful
categorization of
gestures based on
different age
groups, enhancing
recognition
accuracy.
Enhanced
accessibility and
inclusivity for the
deaf and hard of
hearing community
through real-time
ASL recognition.
Improved
understanding and
translation of TSL
gestures, reducing
the communication

gap.

Achieved real-time
and high-
performance
detection of
Turkish sign
language gestures.



[6]

[7]

[8]

Novel Machine Learning
Models for Hand Gesture
Recognition

Real-Time TSL Gesture
Recognition and Translation

Emotion Analysis in Tamil
Language

Proposed Vision
Transformer and
Lightweight
Convolutional
Neural Network for
hand gesture
recognition.

Employed a CNN
as a classifier to
provide real-time
recognition of TSL
gestures and
translate them into
Tamil letters.
Proposed a novel
approach for
emotion analysis
using transformer-
based models.

NUS Hand Posture
Dataset I, Turkey
Ankara Ayranci
Anadolu High
School’s Sign
Language Digits
Dataset, American
Sign Language
dataset

Not specified

Not specified
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Improved hand
gesture recognition
accuracy using
novel machine
learning models.

Achieved real-time
translation of TSL
gestures into Tamil
script, enhancing
communication for
TSL users.

Improved accuracy
in emotion analysis
for the Tamil
language using
transformer-based
techniques.




96

Facilitating Efficient Web Search Engine for Language Community

Prema S'*, Kanimozhi Suguna S2, Vasanthakumari M3
I+ Assistant Professor& Head, Department of Computer Applications,
premashanmugall @gmail.com ; 2Assistant Professor, Department of Computer Applications
dr.kanimozhisuguna @ gmail.com; 3Assistant Professor & Head, Department of Tamil
ilavenil2010tamil @ gmail.com

Arulmigu Arthanareeswarar Arts and Science College, Tiruchengode, Namakkal Dt

Search engines are playing a major role in effective retrieval of data. In this research
paper it is planned to facilitate an effective search engine for Tamil language community.
Organizing the huge quantity of Web data in a coherent and precise way is momentous for using
it as an information source. Nearly eighty percent of the users anticipate the best results in the
first two pages to speed up the research.BookShelf Data Structure, a new original explore effort
proposed in this paper combines the procedure of mutually the resizable array list and doubly-
linked lists.Keyword is playing a major role in this research paper.Relevant documents in Tamil
search are clustered using the agglomerative hierarchical clustering and arranged in BookShelf
Data Structure.B3-Vis (Branch and Bound BookShelf structure for Visualization) technique is
proposed for visualizing the results retrieved from the Branch and Bound BookShelf structure.
The main involvement of this research paper is to save the efforts and time by helping theTamil
language users to find more related results fit with their interest arranged in BookShelf Data
Structure.

KEYWORDS Web Mining, BookShelf Data Structure, Visualization, Tamil
Community, Personalization.

1 INTRODUCTION

Web mining is the application of data mining techniques to discover patterns
from the Web. Web Resource includes text, image, video and multimedia. Web mining can be
categorized as Web usage mining, Web content mining and Web structure mining. Web usage
mining is the process of digging out valuable information from server and also it is the follow
up of finding out what clients are staring for on the Internet. Web usage mining itself can be
grouped further based on the type of conventional data considered like Web server data,
Application server data and Application level data.

Web structure mining is the practice of using graph presumption to examine the node
and association structure of a Web site. Based on the type of Web structural data, Web structure
mining be able to done as follows like extracting patterns from hyperlinks in the Web and
mining the document structure. Web content mining is the mining and incorporation of valuable
information and awareness from Web page content. In the present situation,

Web page result personalization is in concert. One of the most significant benefits of
modified explore is the development in the excellence of decisions users completed The
semantic Web is the annexure of World Wide Web that facilitates public to allocate content
ahead of the limitations of functions and websites. It aims at translating the current Web,
conquered by unstructured and semi-structured credentials into a Web of data.
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Information retrieval (IR) is a concept of choosing the significant information from a
manuscript database in response to search questions given by an end user. Current WeblR is a
regulation which has broken some of the traditional consequences of IR increasing novel
models of information access. Crawlers are disseminated agents which collect information from
the Web. They creeps the Web pages according to the specified query and accumulate the folios
in a restricted page warehouse.

In the proposed work, categorization can be done automatically by separate classifiers
learning from training samples of text documents. The main aim of the classifier is to obtain a
set of characteristics that remain relatively constant for separate categories of text documents
and to classify the huge number of text documents into some particular categories (or folders)
containing multiple related text documents.

Clustering is the task of grouping a set of objects in such a way that objects in the same
group are more similar to each other than to those in other groups. In clustering, it is the data
distribution that will determine the cluster membership.

Data structure is a specialized format for organizing and storing data. It determines how
data is recorded, manipulated, stored, and presented by a database. Analysing the importance
of data arrangement in search engine BookShelf Data Structure has been introduced for
community formation, which stores the inverse indices of Web pages (Jayanthi and Prema
2010). The main objective is to encourage communication among disciplines. BookShelf Data
Structure, a new innovative research work proposed in this thesis combines the usage of both
the resizable array list and doubly-linked lists

Sub -Domain Sets

Main Domain BookShelf Sets

Figure 1 BookShelf Data Structure

2 LITERATURE REVIEW

Qingtian Han and Xiaoyan Gao (2009) examined a Web mining
algorithm based on usage mining. This manuscript is useful to recognize the customer’s
performance and complete the website plan. Bar-Ilan (2005) talks about a variety of events such
as database exposure, query reply time, consumer report and retrieval effectiveness for
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evaluating the performance of examine engines. Akilandeswari.J and Gopalan N.P. (2008)
examine an architectural frame of a crawler for locate deep Web repositories by learning multi-
agent scheme. Alfredo Cuzzocrea and Carlo Mastroianni (2003) focused on the plan and
development of (KM-bWS) information Management-based Web schemes. Scheming a new
advance for the recovery of excellence information from the internet is a difficult assignment
Feng Li (2008) argue an algorithm to mine the formation of a website mechanically support on
hyperlink examination.

a—

Ponniyin Selvan

Figure 2 BSDSC with Descriptions

Dr S K Jayanthi and Prema intended a new structure of semantic similarity form on
exploiting the sequential characteristics of historical click-through information. Jaime Teevan
et al. (2010) discussed the techniques that leverage implicit information about the user’s
interests. This information is used to re-rank Web search outcomes in a significance response
structure. Rich symbol of the consumer and the corpus are significant for personalization. In
this research work an special data structure called BookShelf is argued for enhancing recovery
of results. The retrieved consequences are accessible in visual mode for efficient access by the
end user.

3 WEB SEARCH RESULTS PERSONALIZATION

Semantic Web search designed in this research work focuses on the Tamil
Language domain based search through offline (Jayanthi and Prema 2013). Since the field is
considered only for Tamil language community, Tamil related documents are focused. Apart
from Tamil language professionals if there is any general search, then non- scholar community
related documents are also suggested in the planned search engine. Non-scholar community
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professionals are categorized as “others” in the proposed design. The steps involved in NLP
are:

¢ Word sense disambiguation is achieved by creating semantic relations using WordNet

¢ Automatic thesaurus construction is performed using semantic classes

e Part of Speech (POS) Tagging is done using Tree-Tagger

e Phrase chunking finds all non-recursive noun phrases (NPs) and verb phrases (VPs)

¢ Syntax concerns the proper ordering of words and its effect on meaning

¢ Semantic concerns the (literal) meaning of words, phrases, and sentences

® Pragmatics concerns the overall communicative and social context.

Manually Machine »| Linguistic
Annotated Learning Knowledge
Documents
Text NLP ®  Automated
Documents System Remliz

Pragmatics
Svntax

A

Semantic
Svntax

Figure 3 Learning Approach using NLP

4 BOOKSHELF DATA STRUCTURE

Document similarity is measured using cosine similarity propagation.

07t009

Figure 4 BSDS with Similarity R
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Web Page
Reposttory

Store Server

Figure 5 Domain Expert Search Engine

Two types of modes are analyzed in an offline search. One is a specialized explore based
on Tamil Community domain-centric system. Document assortment and keywords focused in
this segment are all based on Tamil Community domain. Main and sub domain model
documents composed for specialized domain-centric search and the other is a non-professional
search.

Table 1 Professional Domain-Centric Clustering

Main Domain Sub-Domain Keywords
Ettu Thogai “nattrinai”, " kurunthogai", " agananuru", " purananuru”
Pathu Pattu " madhurai kanchi", " kurunchi pattu", " pattinapalai”,
vy "
Paathinenkeilkanakku " naladiyar", " thinaimaalai", "Thirukkural"
Sanga Illakkiyam "Aagathiyam", "Tholgapiyam"
Sanga Noolgal "Mazhargal”, “Sangam", "Thinaigal”

Table 2 Non-Professional Documents Clustering

Main domain Sub-domain keywords
Window "Door", "Window", "Design", "Interior"
Apple "History", "Apple", "Fruit", "Season"
Mouse "History", "Mouse", "Home"
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Figure 6 Implementation of Domain-Centric Search

5 CONCLUSION

In this research, the most difficult factor is data collection. Even though numerous
Web pages have been composed during Google Scholar, it ought to be reframed to contest with
the planned work. Ultimately, it has been concluded that this Tamil Community domain-centric
search engine skilled with academic record and experienced with Google Scholar dataset is one
of the techno-scientific development to the Tamil society.
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geuofleofl QLM QAUWTLIL6L (P eTCETMMMHIGET: SLALD - S MG 6V @ WhHSH [T
QuMPlQUWIUL CHTEES
(Advancements in Computational Linguistics : A Focus on Tamil - English Machine Translation)

(eme6UTeUlT oM. UFH ST, < ilavenil2010tamil @ gmail.com>
WemeoTaUly QI F, LGrIom,2 < premashanmugal1@gmail.com> &
WwenetTeuly QF. HeflALmy &G evorm,? < dr.kanizozhisuguna @ gmail.com>
To sILICUITRIWT LMHMILD Femevel, SIS SIenm,

29 HLIGLTTHRIWT LDMMILD emevellT, &600fl6of]L] LILGTLIML LG UI6V SIenm.

3o sallLIGUITTRWIT, Sevofleofl] LIUIeTUITL I UI6) Slenm.

MTUGS STSSBTTEGTT Hemev LnMMID Mlalwey s, HHFQFHRICHT®H.
BTG &6V LOMeUL L LD - 657 201. SLALBITH), @HSHIWIT.

L6 F&(HSH LD

@hS ATTUFRS &L HenTulel QUBHT QMEQLIWITLIL] 6T6dTLIGI 8600t 60flemUIL
LweTU®SH e(h @umensd QLomBluller Lisnialeneusyl oMM QLOMOE &S STerns
DTHOIIMSSH MGG, @HS wTTLESR S0 sevoflef] QMS Q& MELIL & e6rfl 6T
(PeTGETMMMIGHET LImMILLD QLBIS eI - SO @WHSH T QTP LIWIFLIL (Wenm & e6rflesr
aleTFER el UMmmiuw GMILILNIHS eaTma.Cluaild Sl W& SIQMNE &ml&-
Qemmsefler QsMTGLIL, WS SIQMEUlener MbS GG TETEHLD C& W6V (LD M 6T,
@Qumens QMY 2 HeumsH e CumeTm S QmEuller QF WML (HE &6TE S 60T
QUL FTIMHIGm6T GalefliLG SR eTmE. LeTeflalleuy @uIbH T QLomydl-
QUWTLIL &emLoLiL] - Surface Mount Technology) QU TEQUWTLILIE Fl&seme0 @ubHSH T
&HMHMENET P HHMTEHS SHHIIBME. HMHML UM E6T QMU 6T @) 6t 60T U TeoT
QUMGHWBIGETL @HE @ WTHFlenw 2 (Heurshe @wmHiflenw LweaTUBHSH L
LS W eumEHRUWMIS6T QMEQUWTESL LIRS 6Tmer. @) 6leuendulleneord & evofleofld
HMHMIGHCSTETET 62(H QLITHEMETLI LIMMIW (LDLemWITET @eVEH WS SIS Q& ME&LIL]
Ggemeal.

SLALD - Y BIG 6D CUTETM @@H CeumiLIL L QMN&EBHEE SMT (Surface Mount Technology)
BlT6L QBN Eem 6T GHIIGWITSL LIWeTUB GBS SIQ6TlD. @) & 6meTs HIEaH6| LD
QULMPAUWILILE QFWevH memner G LRSS0 Fa(h)&6v 2 ([HeueilUiev(B.cmoeTD00g)
(PETRAFWEMSESID CHmallILGRMS. @HS (WN6T QFWeTEHSLD S Quomdluiwiey
SMmallseneTl LWeTURhSHEF QFwWIUGH M. @8 Qumduiluic) &re|semers(hH
QUITEBEm6TL LImMIL (DDEMLOWITET @eVEHR S QSTGLIL) 2 WFHE el(BLIL SR eTmS.
@bS UTTUFRS SLBHenT (WHens W QMEQUWTLIL eFeuTmHNemeors Fu M6l gL 65T
SHeUMal6TeT QMPAUWTLILL UflGFmgemerssebld 2 6Taf(h Qauiwiur L
Blemevuiev LN QMEl&HEH&HE&meT QMEQUWITLIL (LeTCTTIQ WSS H&WLD.

FMeUF QFTMHSHET
@QWBHH T QLTEPQUWTLIL, Lsale, IS ST, GMHIFQFTM&HET, @uMensd QLomLdl,
@eVER WS SI6l, 2 (Heualwey, QmLAulwe srey.
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(P EOTEDI 6T

QB MeTenD QUMLGBS LDMMILD QF LD WITeT SO LTSIWITETS 68 60Te0f1HE WL

LGS &H6IT, @6umiend LGH &6t 60 T &Hemallavin 616 8T, §)6V600TL60T, S60TLIT,
CAWIT, FmIsLILT 2 6Tefll L LevGeum Gnemev BTHI&6Tev GMILINL G558
6T6v0T6001 1 S 60 & U aVIh GUFLILIL () eUBHRTMmE. 2 60H 6L HLAWLD MBI eVINLD
WERWSSIaID aUTiihHs QLTHG&GETTELMD. @ 6Tenml 2 608 L0UWILNTE 6960
Liweorerfle @b euenssullevmest QOMPAQLIWT L6 G emeu W mersl 2H &S aieTensgl.
SIPQTEs sdlpifler LevorLm( LMHMID ITTMHMIEF QF6V6UMEIHM TS & 6T6oTs 5%
Q& mevor(heTengl. 2 suseTmelll 3jeTalley &L T&Herfler QFaalTsEG S &KFHS alhHLD

@eTemmul @Lpedl6y, HLALHI6L @BHSEH MG e QTEQUWTLILIM&TeT G5 emeal

G &G sl6TenE. @HS Uieiley HLlen WHBIHVSHMES QTEIC LW TG
THTQSHTETEHLD FaUMeL&HMETL! LM M b T TUI6USIL 60T, LIUIsI6Ter Qlormil-
QUWITILMEsmeT GMILILIS6T LnMHMID el (LemM&H6T damLILIL (H6TeTer. QlLIMSIL
LIWSTUIML 1960 SemWIQLMHMIETET QETHRMTLISH6T IMmID QeueflliLim@G&enerTL]
LM THSSImTHSLILGILD. QTEQUWTLILES S@HeN&H6T InMHMILD 8T BIS6T.
(PSETWTESLILIBID. (NS6TenD @608 s emornld QmBluiwe Qealeflium@lLd
HILUwmer QUTPNQUWILNNGS SWILD MM kIS e QLM erfler @)6v 8 8 60oTLd
MM QrBulwe QeueflUm@&eT LML WDLREMLOUITET Lj6VemLng
GomallILIHHMS!. QBT @)6v8 560015 5 60T Hl 600 &8 Mh1 & 6M6T 3MIH S
QumAuIwev Qedefllium@seneT QMELQUWITLILL LUHE QFUISH6 SjeuG wLD.

SLALD - wBIH e QMEQUWITLILNM&TET 2 &5 &6t

U6 BHE BHUSHDHEG ALTHQAUWITLILSHE WEDDUITET 3 BIE LMD
afleurmiser QUOMIBLILIG CHemauWmH MG QMEQUWITLIL 66T &I ens LD

BIL LGS WWD STLULUGSS Flev GMILIL&6T LNeTeu(hLnmm
Q&FLmLING QEFTMEHETEHTF 2_([HeUTESHLD

Smer QTEOAUWILINNMNEGS S IMHmILD S BEISeVID @) Teorqalin QFhennllE
QEMM&ETEHF WLMBIGH6T 2_(HeUTEH G S CHemalmTRMS!. QLMNuleT Q&M 6umbIG emul
alfleumg sl LevGaum SOl A&TTH 6T, QLMNE &MHM6V LIW6TLITHI&6T LMHmILD
@)6V&HH WMIGHEM6T 3Tl CGLITETM M6 G &FLD60L0ULT6oT G\& ITM & 6mEh T W

2 (HeUMESL L6t aublalens QFUSR MmSI.

FeN&HF Gpemeull Ll Q& meTerev

QULMPAAUWFLINGE FeNGHF @GLO6V (NHRUIDTEOTHTHS SHHSLILGSH MSI. oBIH eVl
NS seettnlel @ L DG LIMHMIGTET 2 _600TemLOL GlLIMIHEM6TE &5600T LMl 2 FH)evl6ier

2 emyulledr Lieoor M), eUIeVTMI LDMMILD FENHF GLOSVIL 60T LIPSHHE GG IT6ITEHSH 60

GeUETTHILD.

QUMPAAUWTLILE &HHellsemneTL] LI et LI(h & 560
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@) eM6ETTW ST TH G6T, QUIBHHT QUMAQUWIFTLIL QLOETQLITIHET LOMMILD D6TU|6)]
(Beovflenf]l. 2_gall QUMAQUWITLIL]) &@mell&HeT GLImeTm QmESQLIWTLIL S
FHmel&HemeTl] LWeTUOSS6US CoHemeal. @HHe &([HeNl&H6T GMILILIGHemeT ellengelns
QULPMBIG6USIL 60T (P (WemnWwmeoT QLMS-Quwimlilemneorll KesTLimHmM LiwedTLIBILD.

QULUWLLS BBSSLD

s ullemer QUMPAQUUWITSS LetTer T & avieaTer LNempsseT nmmild
(L6t LUIT(H &em6T H&HGHaISMEG Bavl&sI0mer MG QumEeuUwWTlenul 2 mis-
QFWIISNE B 6VEHSHE00TID, BMISSMHEGSGNM&H6T IDMHMILD QGTLFenLIL] L85 wemnemners
FHeuenl16:8 QUULILS HHSHLID CLMASTETETsn CHemeuW TR M. @) 6umneormev

SN BHS MBI QMYQUWITTLIL &6 6T HI&5Hens WD HiL LIS enSU|LD
LIWSDIETETS TS 2 WHSS alflelemnd Qaulw(plgSmal.

QUITSILI LIWeTUML 1960 S|emWLIQLMHMIETET SO QL BIS6L QFTMHEMITL [F&6rfleor
QUMAQUWFLIL QeuerfliUmL 19657 Bt (WemMmUIlem 6T QyhH G LIMTEGLDQUTWS!
QUIEIIMSL LUWeTUGSSILGLD S QFTMHRMTLFSH6T IDMHMILD 560160
QeueflIUTL(h & HmeTHemeT AMHSIQ&HTeTeUSH HURAWLTHRMS. ASSGMSSH
THSHSIGHTL(HSHETTSH,

&HL6Y6T 6UTLD&H Sl — God bless you

GUITLDE GUGT(LOL 60T - Live Prosperously
&HITEM6V U6EDITE SN - Good Morning

BIT60T GLIGHGMET - | Speak

15 eT6dT6OT QF WG MITUI - What are you doing
GUIT(HMIGH6T - Come on

GUITUI eUM[HMIG6T - Come and Go

Beorml - Thanks

GLM&EETL. QEFMTMRAMITLISH6T GLITETM {6ML0WILIGLIMMIGTET GLITSI 6 T6oT
QEMHOMITLISEEL 60T QMWEQUTLILITETT &6Ten el LIP&GSLILIMGSH & 6 & Mol s 60T
epeuld SN BHESE 9 BIG 6L QMA@ LIWITLILIL L1600 & @8 & 60T60 60T @)60)600TS 51 &
Q&METOUSHMETET 3195 56TLNMES @)(HHGLD.

SO - W HIH O QTEQUWITLILS S@Hel&6T DMMILD 66N IS 6T

@) 60T6m M U 6T600T600T LD GOTERI 60 LIEmaUUIL) 2 60 H6L SN BHESI BT VEH L QoML
QUWIES gIMeTLONMeoT &(HeNl&6T LDMMID LS TIMHIG6T @) (IHS D) 60TME6T. 26U M mI6T
F LI eUTUIHS 606U 6T,

@) 6m60oT W& HLALD-3LBIT 6V &HTTH 6T, HLOLD ClevEF & 60T GLITETN &) 60)600T UL
HEMBIGHET QFMTM&HEHESTET GILITIHET, QUITIHSSL0MeT LIMQFTMHS&HET LDMHmILD
LweTuml® TS SI65-&TL(H&HemeT aUlpmbIGLD eNlifleU MO T(H & TEH & eme6rT
QULPMHIG TR 60TM6T. @ UIHH T QLOMPQLIWIFTLIL] GLO60TG LIT(H TS 6T
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Google Translate LOMMILD Machine Translate GLIMT60TM @) 60)600T U @) UM & & 61T MRl & 6T
aflemgaumeT QLTEQUWTLIL&HEHEHEG 256D alansuillevmer @QubEH T Qomdl-
QUWIMTLILF GF6em6UG: 06T 6)LPMHIG 5 60TM6IT. 6T60 1enild @WIHH T QLOmBOQLIWTLIL] &6iT
HILLnmeor QUMPNQUWFLIL 26emLILN 606078 6 & T600T LY (H & & 660 6m6V 6T60TLIEN & &
&H6U60f 158 GeU6uiTIq U 6TenSl. 6TeoTG6l 3jaumMenm QMEQUWTLILNeT @mb)

QIISH MG LWTLURSH E Q&maTarTine) GG LLDMTE {560 60TL
LweTU(RQ&S&H6v Gauevor(hLD.

&Heootleof] 2 el QUmPQUWITLILE &melldseT (CAT - Assisted Translation)

SDI, Trados LomMILtDMemoQ GUIMedTm CAT &Hell&6T QHTLHleLenm QLomidl-
QUWITLILITETI&HETIT6V QLIIBLOLIMETenLn LIWI6T LM &S LILIH S edTmeor. @)h&H 8 & (Hel 6T
R0 STUSSESH 0 QUMTPAQUWTLIL&meTdF GFLISSH (HLILIGET 2 MLGSH S & meor
GUUMSSLILLL Blemeuuilev Liev HILLMIG6T6V Blemevs s Q& mmasertledr Liuledtm(h
DI F) 5811 (H &) 60T M 60T.

SO - W HIH O QTEQUWTLILS S@Hel&H6T IDMHMILD 616N IS 6T

@) 6dTem M W 6T6v0T600T LD (sRI6mLIEmEUUIL) 2 60 6L FLLPOBH S 2 HEITR6VESH 6L QLTI
QUWIES gUMeTLOMeT &(Hells6T LDMMIN QL8 TIHISG6T @) (55D 60TMET. 36U M mIeT

F UL eUTUIHS 66U ETTS, @)6M60uTWd SLLD-L MBIV &TTH &6, HLOLD Cl6v &) & 6ot
GUITETM @) 6M600T L &6 MBIGH6T Q&M & EHE ST GLIMIH6T, QUITIHESLOMeT LIMQFTM&6T
MHMILD LWeTUTL G T(h&SI85-&ML(H&Hem6T aulpmhi@GLD elifleumerQ&T[H 28T TH & eme6rT
) LD MBI (& 59 60T M 60T.

@QWBHH T QIEICUWTLIL] GQLO6TG LIT(H6TS 6T

Google Translate LOMMILD Machine Translate GLIMT6OTM &) 60)600T W @) UMKl (& & 61T Ml & 61T
aflemyaumer QLMEQUWTIL&HEHHEG 2 56|l alansuileumer QubH T Qomdl-
QUWIMTLILF GFem6UG: 66T 6)LPMIG 5 60TM6T. 6T6vl 1enild @WIHH T QLomBOQLIWTLIL]&6iT
BILLnmer QUMPQUWFLIL SiemLiLN6n6oTs 6 & meuorLq (58 660 6m6V 6T60TLI6N &8
&H6U60T 158 GeU6uiTIq U|6TenSl. 6TeoTGel SjaumMenm QMEQUWTLILNeT @mb)
QIS H MG LWeTUBSHE Q&meTaTmne) GG LINTSH 3{&H6em6orLl
LweTU(Rh&SH6v Gauevor(hLd.

&eootleof] 2 gall QmPQUWIMLILE &SmellaseT (CAT - Computer Assisted Translation)

SDI, Trados LDMMILD MemoQ GUIMeTm CAT &Hell&H6T QHTLHleLWenm QLomdl-
QUWITLILITETI&HETIT6V QLIIBLOLIMETenLn LIWI6T LI &S LILIH S edTmeor. @\h&H 8 & (Hel 6T
R0 STUSSMSH L QUMHQUWTLIL&meTdF GF OGS (HLILIGET 2 MLGSHE Hmeor

GUUMSSLILLL Blemeuuilev Liev HILLMIG6T6V Blemevs s Q& mmasertledr LiuledTLm(h)
DN 58 LI LI (D) G\ 60T M 60T

SO - W BIH 6 QMTEQUWITLILIE &FaUTeV& 6T
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SN BHS WBIRVEHMESG QMEQUWTLILS 6TeTLg QMEE &L LenioLiL,
@)6V& 8 600T LDMMILD Liesor LI (B Geumim(H &6 &ITTeooTI0MES & 6018 G160 60T
FUMLEHET (LNTeMaUSHR M. HLAPQWTLY GLEMI&HCHML H6TeM60TS &&H6UeMING D&
Q&MeTEBLD FIMLILIML WIS 3FH6oTmev SLOLPQTAWITETS @H SHeU6L HILIQUITSH
@G Blenevulel CalFFQFTMSHET MMILD LN6TQ60TTL (H 8606 &) 6060015 Sl
QMI&MSSHEN6T 2_(HaUTHGR M. CHCHISHH L M 6EVLD H60I6V LI
Qamevalflend WMMID WeTALMN 6| &HemeT BN 6T @h&He &L LenLnLiL

@ 6mLQeu6flSmeT QUITIHSSLOMeT QLM 6rflemend &eoor(h LI LILIGMGHEF &8 85 6em6v

2 T MEGLD. SLALHN6T QUWTFQFTEL IS G S6T L0MMILD 660 60T Q & MM & 6iT
QULMPAAUWILILNGE FHHmevE G&me: S 60TM60T. Licoor LIM(H LDMMILD &Lp6L GeumiLImpH &6i
@mewmhlsefler gypomer Lflsamend G L8 6T meor.

(A SIDALTLYS QSTLILMLI &(HEHS&H6EH G QLITIHSSLDMETene

S BIRVSH 6V &meoorLILIL 6N 6V6m6V. 2_600TemLD G & ([HEH 60T LIMSISTLIemL

TR TQSMTETEBLD HMET (LNeiTenaUSHEHL LI(H G TM6IT. @\H&HE & 6UIT6V 86D 6T
THTQASHTETOISMES QMEQUWTLILTETIS6T SOl IMHMID QBIHeuD oG Wl @) revor()
Qumdseflain Ljevennll QuUmHMIBLILIG CHemnauwmTHmE!. @ Qmidlgerleor

Lieoor LIM()) LDMMILD FeNHF &6V HIeDI&H & MBIG 66T LIMmMIWw 2phCBHTeHGL Lifleeu
A WLTRMS. G STULUGSSIULL QUMPAQUWFLILE &HHallgeT Lnmmin
eLNGLMBIGEMETL] LILTL RS SIaG! eTedTLI S QUMPNQUUWTLIL&6flel F&ere 2 g
QEFEWRME. NS BHINEVEVTINE QTEQUWTLILN6T B LD MHmiD G & WwevE) meneor
2 MHEFULMSHGLD 2 FHaH M.

P96 &6iT

SO - YwBIH QUBHT QLMPQUWTLILIN ABSHS QLomdlserfler & eoofleof]
QMAUIW6L GDLMH&HEBHLD QLOMLEIWITE &M EFLD Licvor LML (H GeumiLim(h & emerd
HeooTL_ Il 2_56|ReTmerr @ 6Tenmul QS TOLHIL LI eueTFFRWIMeL SLAILD - 9 mBIGK 6V
QWBH T QMEOIWIMESLD LIVECeIMI (LD 63T G60TMMMBIGHET |60 L LLILIG LIMMIETETET.
GTEOTMITAVILD (LR MG LIMM MWL LInmer QmEBQuUWMLILeneor 6T Lell6Lemev 6T6dT LIS
SHMTOSHHEHH I

QULMPAAUWIFLINNGT ST5H 66T 2 WTSSISHME HeTMTL Q& T6VHILLILI
Liweormerfl&seT, Qumgluiiwe) oimlepser, &euallmerigeT, 9, Cumifler mG Bl
GamLumLI960T auldl QUMPQUWITLIL| B (LNeMMEHM6T 2 MIFHLILGSSI6US!
GHemalWTHRMSI.

S160)600T HIT6L S 6T
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Aspect-Based Sentiment Analysis of Movie Reviews in Tamil- A Study On The
Effectiveness of the BERT with MADTRAS Dataset

M. Arunmozhi'! arunmozhi.me @pondiuni.ac.in, E. Syam Mohan'!
syammohane @pondiuni.ac.in. Dr. R. Sunitha’ rsunitha@pondiuni.ac.in,
Dr. V. Dhanalakshmi? dhanagiri @pondiuni.ac.in & Dr. K. Pajanivelou?
<kpajanivelou@pondiuni.ac.in>
! Dept of Computer Science, 2 Subramania Bharathi School of Tamil Language and
Literature, Pondicherry University, Puducherry, India

Natural Language Processing (NLP) is emerging in diverse fields such as information
retrieval, machine translation, sentiment analysis, and text summarization, due to the
exponential growth of textual data on the Internet. The models and algorithms of NLP utilize
a combination of linguistic models, statistical models, Machine Learning (ML) and Deep
Learning (DL) models to process and analyze natural language data.

Sentiment analysis is a popular application of NLP, where the goal is to identify the sentiment
or the emotional tone that is communicated in texts like social media posts, reviews, or
comments and to classify the sentiments into any one of the sentiment types viz. positive,
negative, or neutral.

Sentiment analysis is computationally carried out at three granularities of content viz.
document, sentence and aspect. Document-level sentiment analysis involves determining the
sentiment that is expressed in the entire content which might be a review or an article. This
approach provides a high-level understanding of the overall sentiment towards the subject
matter and is useful for tasks like analyzing product reviews, movie critiques, or feedback
surveys. Sentence-level sentiment analysis concentrates on examining the sentiment
articulated within each sentence of a document, assigning a sentiment polarity to each
sentence independently. This fine-grained analysis allows for a more detailed examination of
sentiment within the text. It enables organizations to understand customer sentiment, track
public opinion, make data-driven decisions, and improve service quality across various
domains. Aspect Based Sentiment Analysis (ABSA) proposes to analyze the sentiments that
are stated towards various aspects present in a document, for example, opinions expressed
about the different features of a still camera in a review. Compared to the analysis of English
texts, analyzing sentiments in texts expressed in low-resource languages like regional
languages of India can be challenging because of the inherent complexities of the language
like inflexion, ambiguity, pragmatics and thrust complexities like dialectal variations, cultural
references, and colloquial expressions.

With the rise of social media, people express their opinions and emotions in texts through
their native language more frequently and publicly than ever before. These opinions or
sentiments are computationally used in various applications like targeted advertisements,
recommendation systems, community detection etc. Also, a lot of text in one’s language
expressing opinions on a movie or a review on the different aspects of a movie are shared on
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social media. These reviews offer insights into the quality, themes, overall reflection, etc.,
about a movie, saving viewers’ time and money by steering them towards experiences they're
likely to enjoy. Thus understanding the sentiments expressed in the reviews on the whole
becomes necessary to contribute to the critical discourse surrounding cinema.

ABSA focuses on every aspect of movies which serves as a guide for audiences, helping them
to decide the films to watch based on their preferences and interests.

The study of the literature reveals that very few works have been done on Tamil movie review
sentiment analysis at the document and sentence level. These works have primarily focused
on utilizing methods such as rule-based approaches, ML techniques, and DL architectures.
Rule-based methods often leverage lexicons and linguistic patterns to classify sentiment in
Tamil text, while ML techniques employ features extracted from the texts for classifying the
sentiment. DL models use representation learning that learns the feature automatically from
the data. DL approaches offer advantages such as scalability, flexibility, and, allowing them to
capture complex patterns and relationships from the data.

As DL models are proven for efficiently handling textual data, this work proposes the study of
the effectiveness of various DL models for ABSA of Movie reviews in the Indian regional
language Tamil. The two challenges in ABSA of movie reviews in Tamil are the non-
availability of a well-annotated movie review dataset in Tamil and the difficulty in handling
the inherent complexities of the Tamil language. In this work, we have curated and annotated
an aspect-based movie review dataset MADTRAS (Dataset for Aspect-based Sentiment
Analysis of Movie Reviews in Tamil) for training and evaluating the DL models. The dataset
MADTRAS consists of 1760 reviews out of which 880 are positive and 880 reviews are
negative. This dataset has been curated from YouTube, Twitter and Google Forms. The
reviews provide insights into aspects such as Direction, Acting, Songs/Music, Screenplay,
Story, Background music and Editing. These seven target aspects are short-listed from a set of
most frequently discussed aspects of Tamil movies. The average length of the reviews in the
dataset is four sentences.

We have employed models like Long Short-Term Memory (LSTM), Bi-Directional LSTM,
Transformers, Gated Recurrent Unit (GRU), Bi-Directional GRU and Bi-directional Encoder
Representations from Transformers (BERT) to perform ABSA of the Movie Reviews in
Tamil. The main objective is to find the suitability of the BERT in efficiently classifying the
positive and negative sentiments expressed in Tamil movie reviews compared to the
aforementioned models. The GRU architecture offers faster training and a simpler structure
but struggles with long-term dependencies and capturing complex relationships. LSTM, on
the other hand, is more computationally expensive but excels in remembering long sequences
and mitigating vanishing gradients, although it suffers from overfitting. Bi-LSTM combines
the strengths of LSTM with bidirectional processing, capturing contextual information from
both past and future words, making it suitable for tasks where bidirectional context is crucial.
However, Bi-LSTM requires more parameters and computational resources, resulting in
longer training times and potential overfitting with limited data. BERT is a pre-trained model
and its transfer learning capabilities enable adaptation to specific sentiment analysis tasks
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even with relatively small annotated datasets, thereby enhancing its utility in sentiment
analysis applications.

The experiments carried out with the different DL. models over the MADTRAS dataset show
that the BERT model outperforms all the other DL models with respect to the classification
accuracy for all aspects. This is because of the BERT's ability to handle the Tamil text being a
pre-trained model. As Bi-GRU can learn efficiently with smaller datasets, it ranks next.
Among all these models the performance of LSTM and its variants are less comparatively.
Hence, the study shows that BERT is well suited for Aspect Based Sentiment Analysis of
Tamil Text.
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Fa(G6IT Q6VEITEN: BTLFHCHL NI LILF QFTMHHm6T QLmBlQuw LU e
gHUBIL F&&560EEHLD
WwemetTeuly &. LNTUMeUS),
2 sellulCUITAwF (SLAD),
MeTG HUTESSITT &Hemev LnMMID 3niledluiev sevsurifl,
QSHMTSH ST, Q& 60T60)60T-99

FeNG QUETIER LDMMHMBISHEHHEG gL 060115601607 GG 6m6u86T GLI(H @5 60T M 6oT.
CrmalsEhsE& gmll  Bbafer QsTWPEIL LN aleTiFRamw GChMEHE G Ferm
Q&M (HEHOTMSH. QGHTLIL] 26T &HHEIGET6T aHMS 6THRIGHT @H epemneuuiley
@ LU BUILET QSTLILQSTETETE QFURME. NCH 2650 HT6T [HLD
AGH @uluuaamy BLELEGHa SbpPWL UGSSEDS. @B GSOLUSH
@SS ealeammaflold Seaflsseall meuCUFIGET @MMmEGI  Bleaneuuley
&HGOUSHO 2 6T6T eMeTaU(BHLD RIHEUMBHQETHT ABBIWTTES @CT afl g6
QUMTLDG 60T FM53) UMbl & 60 6T @) 6Temnm ULl Qs mleLmIL LILD BHLOlenL Gl
2 (aUmsEHWeTargl. Hifld @LiUaenTll LMFH&TN0N Feps 2615 migGerflain
aflemeTwm_(h& Qoweiseaflan @erenmul @6 FHmeu(lpemm epW&EIE HLLILg
ABGSS5HDGTWGI.

FnG6T GG, LWFUME6V, @UIT, enn&HEImEmLIL LI (NSH6eVTeT &)60)600T L
Gx( QuUTMIGH6 6T eumuileVTs LG EGES CS5eMeUWITET O 6M6TE MG 2 6Taf(h Q&I
G955 SHevoTLemL L (PIQU|D. @eUMHMIET FanGeT Bloialerd Hafars C&Hemeldseha @&l
GLPVEHEBHGI gHLS HaTdl 6Tl CH5HUTMIUIET QaweuLmLIgemneT GDLIMGSSH &
Q&meoor(h) UMBHRMS. ABHS aensdsulley, WS LIESS 5HHeaiserme L HGL
2 6taf() QFWE UWeaTUBGSS WILHS CHOHAUTMIUI aqWwsll LIGHSS QSFIWmne
@@ QuTPamwll CUEFS QSFIHEHHSTEL L GG CUTHID HQTLHUN6H HLOS S meor
BHMEUGHMETE G& L (L1 QLIMLOLYU|LD 6T6TeRIN &FMEHS WMBIGH6T 'GT6V C5L60" aulNlulns
FISHULILUGSHWS. 25MHS A0 SS Blenevulley malHeHES aWSCaIT, LI &HHET
Qaflung;, <«bs wmbeawll GCuSFad Q WM, LETTL &ITEOT 6RETENMS
Q5fH&G & meTer CaustoT(hLD 6TeaTMITEV H60T GHemnauenll] LILLD L1958 SILILIL &5 em 60T
2 ataf(h) QFUISTC CUTEHIDTETG. B 2 6Taf(h QFUIS LLSHMGSLI QUITIHESLOT60T
FH&EU6VGH6T 2 L GeT [HL0&HEG 8 HenL &Sl (H1F 6TM6or. @) 560607 (LNG6516L Fn (& 6IT Q16V60TEN
6T60TM H60fl QEFWENUTSH 2 (HEUTER W FoG6T BIMIAIETLD, 360& FaGeT CHHALITMIUI6L
@ METSHF(HLILIGET epeuld  eteflemwlmerr  LWeTUTL(HE  @GLemev 2 (heuM&EH S
5hHS HEH M.
PP T Q5 THl6LHIL LD

0626T6N  LOMMID 60T TMUIBIHEBEHHTOT Fn@GH6T LI, Fn@G6T LILHBIGH6T
OMMILD Fo@G6T CSHLOFT CUIMETM LIsuCoum CoFemeuderaviin @)UImhI@ S 6l G el &n @ 6T
LWeTUMSSILRSH mSI. @8 WLYH GCHIGLT QrEseflager (OCR) epeuld
QFWLLIHHRMS. Fa@ 6T GQeveaiTerdledr LIL MIG6Tle0(BHS 2 6T WIMs IDTMHMIeIS @Bg OCR
QUL UICGEW BI&HWHEME. OCR eaiTLS LLMBIGHETTS @HEHEGSLD 6mEUITe
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TWSLILILL 2 6MI&H6T, AFFIQESHUULL NRSHSIGHEHMET ML UWMETD  &H6vor(h
FHHHHFIQ U 2_enTUIMS DMTMHMID Q& TH6LEIL LILTEGLD.

Fa.(5 6T Q6L 6ITEN Q& W 6LLIT(H & 6T

W& Gevoreoormly eteoTml SOlPev BID GSMILLINHaumSCU G 6V6ITEN  6T6OTM
QuWlev LWeTUGSSHRMS. SHoTeHGS QSFlWMned @meG WsaHniw
6T & S8 6m6TGIT, QUITIHL&6emeT@ulm L1, & 85 85 600T 600T IT L9 Ul 60T &160)600T | L_60T
FHeoor(H\LNg S (DI ULD. SIBUML @bHFH Qevemeiv BN BHemeUS6T
MGG ULD HeooTL Il 2 Fa|lD 6rTLmMGE GMIEH FaG6T BIMIEIGTID Fn @6
Q6VEITEN ETETERIN QEFMELEMEVLT LILIGTLMSH UI6TETS. @)F6dT LILI6T LML 196060T, Search
What you see, Shop What you see, Translate What you see, Identify What you see eT60T&®ILD
MW SHESHCHTH UTTHMSSH6TTeL elleufles (LG welleuemeuT? 2 _MHIsGEhen LUl C&LITT
Veual LILMIG6 6T eneulnmss CHMHIBIGET 6TeTenlld (WNSLILL UL Cwr(® @hse
QEwed QFWLLOH M.

* R LULSMS FaG6T QevaT&H 6T Cs5M LIMensulley QUTHSSH LILLSH 6V 2 _6Term
Q&M & 66T U1 Cul 2 MIGEHEHGSH B & 6061 U IT60T Qumduiev
QUMPEUWF&H&6VITLD (image to translate),

e LILIDMS 2 6T6M QFMMHHM6TEH FHeoflgH6e0(lF QFTMHHETTSH OMMHMEVTLD. (image to
text),

e LILMBIGM6TS Q&mMeoor(h CH GUIMETM LILMBISGET GMISHSH SH6eU60Hm6T 3 miul
LI uLd

e Havadl BlemevwmiGeflev Q&BTRSSELILIGWD e BILI LML HIsGaneTs GaheTell&HermaLl
LLLD TS SIS GSHLQ.60TIT6V 3IFM&MeoT ellem L& emeT MIHSIQ & TET6T (oL U|LD.

e @@ QUTIHMET aUMMHI&S NBLOLIETITL FMETET LILESMS FnG6T GQeveTF 6l
LS Caumml gsmamer allemey CaumiLimhseneT MibE @ enevorul eubluIms
LUQUTIHEM6T &GemmibS allemeuuilev aUmmIss (LOLgU]LD.

* 20 QLHMSL UL ad(hB5SEH CHOW QUMW SeuallLd GNIHS ND6TESIS
H86U605H6M6T LD HLOLNTEY 3 MIHSIQ & TETeT (LYW LD.

CUMEAIINLL UwWeTUTG&ET  Wmald  Fa@GeT  Qevetrev  audlWMg  [BITD
QUMGEBSnIgUWeMEN. @eummley LILMEIG6T L 2 6TeT QFMME6T CHTHOHH 88 & m1q UL
QEFMMSHETMTSH (text) LDTMHMIEISI LD MHmILD LUL&FQ&EMME6T 6T6U QU MM
QULMPAUWTSHS LG & TM 6T 6TedTm CH6Tal&HE allemL_CHHID auemsUI6) @&Hs5L(HhemnT
MR MSI. 2 SHTIeO0TONS, @@ DHSSI M En&Gamwl BhigGeT LULIDLINYES NGV
6T60T60T FnMLUILIL(h6Tenal eTedTml Ml el(HLOLI6OTITEL &M 60T oG 6T Q6VEOTEN UM
ereflemOWimgs  AMIBHSHQ&HTETET (PIQU|D. RIHSTEI MEBEQUWWSTHL @ HHSTILD,
FQFWST 6L @HHSTVIN CH SMeflGev HLNEGHS CHemeauulmer Qmdluiey mmmlLl

U SSIL  YfhSIQ&TeTerLoLg L. GuaIld, @Femer GCBHIIWTS  FaHerT
QULMPAUWILILEGGWD WrHrlll UMF&HSeWn wWigud. mefeor Qs mEleLmL LI aleTFF&
LLEFQFMTM&HEM6TWLD (text image) QLMPOUWISHGLD FM15F) LIS 606
gHUOSS WeiTena.

LULFQEFTMHE&H 6T QLM G LIWITE 6V

Fa G 6T 1QTTETeNVEEVLLIT gL1T60 20069410 3b,600T(H MWL LIRS SLILIL L GLIMSI
QEmTm&EemeT  SLILIGCW  BESGS Goemaiwmer  Qumdluiley  CHILQWITS
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QULMPAUWILIY QFUIG SHHF. Caild, @@ QUITPYUNS®GHae LHOMTMH QLTL&ESG
GHIQWTEH QULMPCUWFISHSTNN (NHND WBIHVSH MG LNaTery BN @6VEHS
QULMPEGL QLTHPIOLWISSS. @6alamm QULMYCUWFSSLILRWLEUTSE Liev Hl&se60
goulLer ealeeaumm wmblulledr gemliymn GaumiLLl L L6 SHeTenlndH 6T
Q&MeoT Q. (hEHGLD CUIMSE UMMM HSH6TenD LDMTMTLN6 QMPQUWITLILIS 6TeTLSI
@(H FaUMeLTeT &MFIWLNMTSG @WBHSES. 2016 HeUDLIE Fa@6T 19 TTeTervCeL. HFLDLIWI6
QWHSH T QLTEHAAUWILLES LINESTS ABS58. @& s Blure euneadler
19 T ITeoTer G6V 60T (GNMT) eTedTm QLWL @@ (WW UTHER UGS Hi6voT(h HI6ooTL M5
QULTPIEOUWIH&ETN G GCHISHO (WWaSINTES QuMPeUWrlL QFUSS.
@S D S160690UIG 56TENLD 6TETLIG GH6MME). HITTEoTLD 6(H QLML (55601 Licoor LML () &
@606V 6TEURIMEIMEVEVITLD QLIMTIH6T Q&TETETLILO&BMS eTeoTLIeNS 2MIHSmev L (HELD
slevedlwinmerr QMEQUWTLINemerd QFUWIW WIQULD.  6Tefleld Fa@6T G eveiTen
6TEOTLI G @)6V6VITS MK &G @ VILIenLILI L, FFSH&HMT 6TedTLIemS L1 CLIMev Qomd Qs flung
LM[H&HGF QFOTMTAIND BHLOOML QLIS CHMEUHEM6TSH &H600TL 60U (LPLQULD
6TEOTERILD FMHF WMBIEH6T gMHLBSH @ HER M.

1§85 2_enTudledr LIL LD

STUDENTS AND SOCIAL SERVICE

Students have a very important role (o play In the soclety. They are this citizens of
tomorrow. The future is in thelr hands, Their main duty is to study, But along with their
studiea they can do many useful things for society. They can help the peaple around them

in several ways. They can make new roads and repair old onea, They can also teach them
how to prevent diseases. Students can help poor people to build houses or repair their ald
houses. They can show the villagers how (o make use of modern methods of agriculture.
Thus there are lot of useful things that the students community can do for the society

&8 2_enyuilerr UL QumEQuwyLIL

Google Lens
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LDTETSTEUTEHET LOMHMILD ECPE Gaeneu

FSTLSS IDITESTELT & (EhHE & 15 (P&HIW

LIMaI(8) 2 6TTEITG]. SHEUTEHETT ST6Ir HTERETL (&l9DS& 6T

SIeUTH6T em&UN6D. LilgLILISMEITET Smevedl J6V&H6T
SieuFEesr (PSS (PenDUIT(ELD. SeoTTe0 CaihaI. SHeufaseler
Lig LILS68T eLpeuLd EELPSSHSIM(S LISV LILIED)ISTET el WkiSHm6Ts bl
(P9 LD. DIEUTEHET HMISHEN6NE S W66 08 (ETHE (G LI6Y

auflaaflsh 2 Hau (lgufiD. SIeuTSET LFWUDEND 2 (HEUTHSEVTD

LMHMILD LIEHLPWIEUMEnM

sHILB!
gTLILILg.

GITLIENS SIEUTSHEITITED FTENEVSET SiTLD &BHMIGCISHT([HEES (gD
FENLP L0EEEHSE 61([H HLL S6V6V8] |euTEel6 Lisnipu) | e
HHsener Gl LDMEROTELTEET 2_geusuid. Melfeur el Tl (pem DF:en e
areusuTm| LILIGTU[H S SIS FTETLEMS SO LG5 (ETHE(E SA6UTEET
STLL6VMTLD. )6l16UmD) LOTETOTEUIT EQELD FEPSSHINE

QElwEsa W LIV LILIED)|GTTET 651 Qs\LIMGI 86T 2_6TTemsnT
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M&QUWWSSIL UL QmPlQuwiyLiLy

Ngert) UL Qum@lQuuwiriiy

LDIT6O0TEU T & 6T LDMMILD Feng: GFemal

FWSTWSH DTeoTallsHERHEG W&
(WERW LUMIG 2 6Temsl. eUTSH6T &HTeor
TBIT6m 6T G&1Q DG GH6T. TH & MeVLD
SlUFHET  m&ule. LIQLILIGMHETeoT
STLaTVsET  Sleursefler WHHW
(LEMUWITGSLD. 1,607 IT6V GFIHSI.
SleUj&serfledr Lig L edr eLpevLDd
FNHSH M S LI6v LI W s 6Ter
69161 ULI M1 & 60V 6T E QEuww (DI ULD.
S|6UFT&H6IT 5 BI5606TEF &M Ml eTer
N&EHEHFHG Lo  allflsefley 2 g6l
QI ULb. S{eUT&6IT HEweuhenm
2 (HEUMGHSHEITID LOMMID LIEOLPUIEIMEmM
Fflaswweurid. CrHMUIsmeTsS SHLILSI
GTLILILY 6TEOTLIENS | QUTSHEITTEV &FITe06VSH 6T

LOIT6O0TEU T &H6IT LDMMILD Felnd CFemel

FWPRSTWSH6L DmeoTall&HEhsE Ws
WHERHW  UMBIG 2 6T6mgl. SeUISHeT
TBITEm 6T &9 D6 TH I&MeVLD
aUTs6T emnsullev. LI LILICSEH @) e6urssereor
WPEHRW  HLOWD.  ILEOTMTV  3|QUTSH6IT
LI ICUT(H FeNsSH ME LIV LIUIS)I6TeT
Nl ULITEI & 60) eITEF Q&uIw (LG ULD.
3|6UT&6T &HI& 60 6TE
FOML6TeTeUT&HEH&HEG L  allflserfley
2 gal QU  SeuiseT USw
FIENEVEEET 2 (HEUMESEVITD, LIl
FTEM6V 560 61T FflQ&wIweurLD.
CrMsemers  SOUUS  GUISSID
UTHEBHGHE HMHME Q&HTHEHEMITL.
g WHEHEBEHG i HLL I3eVeugl

SMDh SHMGEQHETHES WIQULD. gemlp | eurserler LiemLpul af(h &Hemer
D& 8EH5 G ) &L Ivevgl | FFIQFUIW  LDTEIOTEUISHET 2 56I6VIMLD.
3|eursserledr LIemLoUl afhsemer | bafeor elaUF MU (LDEMEEMET  6T6) 6T
FHlQFWIW  IDTETEIISGET 2 HaI6VMD. | UWeaTUGSSIaSE  eleTlems ST
Befeor elleuFmul (LNEMMBEEMET 6TeUeITN | L& 5 EHEH S ST 6T &ML 6UITLD.
LwetUu®hSSas  eaTUend ST | @eueumm LOIT600T 6 [ FWSTWLD
IN&HHEHHG ST 6T STLL6UMD. | FWNSTWSHMES QF UG Iq UL

@)6)eUTMI LOTETOTEU ] FENSLID FeNGH ST M &
QF UG5 Q.U L16v LI sl 6iTerT

LiwlsnieTeT elaq UImbIgeT e JmerTLD.

6160Q ULI MBI 6T 2_6ITET6OT.

GMm&TLLLUUL@QeTer WIS flsemerll UMIHGL QUTWS Sa@6T G6eVedTery
eLOGVLDITS @B LILGHMS QMEQUWTSGLD CLUMSE S8 SIEFQF (DS SHIHSEH6TITEV @) (HIHS TV
Qgeflaumenr QULMPYIQUWITLILWD, M&EQUWSSTE @QOBHSTL L  HaUMISHEHLD
560 LG\ LM MI6TETen &8 &ITeooT(LNIF M.

(& 61T Ql6V6tTeNV QLOMLBI G LIWIFLILY

GM&TLLLILLQeTer Qm@lQuwirlitiey “But, along with their studies they can do
many things society” eeUTEOID QFHTLI &HQWWSHSHTEHE QBHS L
QumPouwilfey “oeuFserflesr LIQLULE60T eN6VD FANSHSHMES LIV LIWISIGTET
e WM m6TEF Q& (LWL TaTmID, "FQFWSSIL UL QumEQuwiLiSev
SLEOTITEV jeuTSGeT LILCUT(H FeN&HESHME L LwsieTer 6dleq W kg enens
QFWW @WIguld” aermiin QMPOUWTSSLILULG6TeTE. @& 6 BMD SHelellss
GeUeITIQ WG @)FH60T QSTLIMWLIL. M&HQUWSSIL LULEH T QSTLImWLIL6 6Th
s F1HHVIN @EVEVITION 6TREITUI, LiWenfleney, QEFWLILGQUITIHET 6T6dTm 2jemLoLiLlev
QoeflaumeT 6@ (WDWEMLDWITET QUTIHET QeuaflliLGSHMmE. ACHECUITL F&HLI LI
2 empullesr QMEBQAUWTLIL SWBIHVES QSMTL([HEG @)6m6oTWmerT QMEQUWTLILITS

useful for
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2 6TeNgl. QT Fa@G6m QMEPAUWTLIL QEFTIMNEGE Q&M QMEIQUIWITLIL| 6TeoTmI
@)6LEVITINGD IFQIFTELEMNE (LPLOEMIDWITET QGTLIMS WTMHMID QFWELLTH &HEM6TW LD
Qamevor(heTengl. @& QUTPYIAUWISSIUGLW Qurblenwl QUTBSS Mm@,

GLosyiLh,

They can help the people around them in several ways. They can make new roads and
repair old ones. They can also teach them how to prevent diseases. 6T60T&DILD QG TL6MT,

FQFWSHSILILIL 2 en:

SUTHET LHW FTeOeEHem6T 2 (HeUMEHSHEUITD, LeMPW  FITE0 6V 560 6T
sflaFweumd. CHMSGmeTS SOLUUS SMSSID JUTHEHEHESGS SHMNHMIGSH
Q&THH&EITLD.

DSBS SILI LIL 2 60

Sl6urselr S weumenm 2_(HEUM&E&H6VITLD LM oILD LemLpWweumenm
FflaFllwerd. CHMTWSEMeTS SHLILG 6TLLLW  6T6TUMS S{6UTSH6TTe0
FMMEVGEET SITD HSMMIGQEHTHHS (NG U]LD.

& ST road 6T6oTM Q&FMTEL Q& 6laUms: @eVeVMTHSHM6L QMPCLWTHGLD I
WWenn QUMM QSTLMT Fa@GemT QLMPQUWILILE QFWel 2 (hauMsGHMma.
LIS W FTe060&H606IT 2_(HeUT&H 6V, LIeMLPU FTeneudHemnerd &ifl Q& ululeuTLd 6TedTLIS!
LBWeaImenm 2 (BaUMGHTD WMHMID Lempwaimenm &ifl Q& UIW6VTID 6TedTmild
QULMPAUWISSLIULBH6TNSE. @5MEG B SS 9uiley,

“CHTWSMTS SHLULS GSMWSSID UTHEHHEGS SHHME Q&THEHESHEITID”
6T6OTM 9 F &L LIL 2 emF U6l QUMPAQUWFTSHSLILLQ6TET QSTLIT, M&QWWESSILT LIL
2 amyuiley,

“CHMTUGZmMTES SHLULS 6TLLILY 6TeTLUmME ISUTHETTE0 FMTEMEUSH6T &ITLD
SNHMIGQEHETHHS (WPIWLWD” aerm QTP UWISSULULH6TETS. @H60 6Tl
Liwevflemev QEWLILRQUITIHET 6TedTm SjemolilNev QmBlQUWITE & LILIL I HHS ML
QuUTB6T Blemeuuilev HauMMeTEHTEHGC @ &S TLT QMEIQUWTSSLILL (B 6TeTS!.

(DI9EIMTSs,

> Gk QuUTMIuIe QETMHHEHHES WTMHMTES LLHBISGS6eTL LUwWeTUBSS LOLGULD
6TEOTD & IT& B UITBIGH 06T FoG6IT BlMIGU6TID F ML S S W 6TeTSI.

> LULMBISG6T epeulnnss CHMOeUEME&E Fon@G6eT Qevemsiv ererm QuUWfley  geofl
QEWedeml 2_(HeUTE S U 6TeTs.

> LULBIGemeT 2 atafh QFUg, QuTPYOUWISSHN, @LSMSES HeooTLMIHe6,
QUITIHL_86M6IT QUITHIGSH6V 6T60T LIGVAUMENME Q& WU (LOLQ.UJLD.

> FnG6T QUMPNQOUWFTLICL &0 @6 GevedTerdlgvild LIL MiISGen6T QMEeUWTSESH M.

> QFMLGEGEF &M  QMEPEUWISSH  66rm  Blemewulsd  ©)6L6VITLO6Y,
QsTLIemLIemU 2L 19 6(h QSTLT QUMPAQUWTSSELILGSH M.

> FaGeT QuMPQUWIUemUL  ULBIG6T UwWeaTU®hSHE  QFllauHev
AFQFWSSTE  @QUbsme  erete] Fflwumer  QumEQuUWTLensTuLb,
MEQUWDESSTEH @MBHSHTEL Liew @LMBISG Saummer QMmO UWTLiLeneoru]n
QHETHSERMS.
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FaGeT QMPeuUWlLler gsevedlwgssetenn CLaID SLTmuliLL. G6Uevoriq Ul
R6TMl. GHMES BT CLILD L6 SLODEF QETHEHM6TUD jeumledr Liulest LTl (b
G smeTud  @emeTSHe  QHTLIBS UHCaumm m  Quomdlullesr
GeTenneml BLAWLTWPenW MWUTHTHEBLD MU  6U6eooTeoord Q& Ul
Geuevor(HILD.
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Improving Tamil-Telugu Neural Machine Translation using Morpheme-based
Tokenization

Parameswari Krishnamurthy <parameshkrishnaa @gmail.com>,
Sushvin Marimuthu <sushvinmarimuthu @gmail.com> &
Nagaraju Vuppala <nagaraju.vuppala @research.iiit.ac.in>
International Inst. of Information Technology, Hyderabad, India

Neural Machine Translation (NMT) systems face significant challenges when translating
between morphologically complex languages like Telugu and Tamil due to their rich
morphological structures. This paper proposes the integration of morpheme-based
tokenization techniques to enhance the performance of Telugu-Tamil NMT systems.

Morpheme-based tokenization allows for the decomposition of words into their smallest
meaningful units, aligning well with the agglutinative nature of Telugu and Tamil. By
preserving morphological information, this approach addresses issues related to out-of-
vocabulary words and captures fine-grained semantic nuances during translation.
Tokenization is a fundamental step in natural language processing (NLP) tasks, where text is
divided into smaller units called tokens. Each token represents a distinct unit of meaning
within the sentence. These tokens could be words, punctuation marks, numbers etc., By
breaking down text into tokens, it becomes possible to analyse the language in various ways,
such as identifying parts of speech, named entity recognition, training machine learning
models etc.

In morpheme-based tokenization, words are segmented into morphemes based on linguistic
rules rather than simply splitting them by spaces or punctuation marks. A morpheme is the
smallest unit of language that carries meaning. It can be a word or a part of a word, such as
prefixes, suffixes, roots, or grammatical markers. In agglutinative languages, morpheme-
based tokenization is particularly important due to the complex nature of word formation.
This paper examines the efficacy of morpheme-based tokenization for Tamil in comparison to
Byte Pair Encoding (BPE), Sub-Word tokenization, WordPiece tokenization, and customized
tokenization methods for Tamil.

By leveraging this approach, the language models can better capture the intricate structure and
semantics, leading to improved performance in various natural language processing tasks.
Evaluation and refinement techniques are also discussed to enhance the accuracy and
effectiveness of the language models. The integration of these models into applications
requiring Tamil text processing especially in machine translation by demonstrating the
practical relevance and utility of the proposed methodology. Our findings underscore the
importance of linguistically informed tokenization techniques in improving the effectiveness
of NMT systems, particularly for language pairs characterized by complex morphology like
Telugu and Tamil.
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Tokenization, training and fine-tuning strategies for large language models
for Tamil to English text translation task

Siddharth Krishna Kumar, <kksiddharth @gmail.com>
RingCentral Innovation India Private Limited, Bangalore &
Madhavaraj, A, < madhavarajaa @gmail.com>
IndiaSpeaks Research Labs Private Limited, Madurai

In this paper, we present our experiments involving different strategies for training and fine-
tuning large language model (LLM) for the downstream task of text translation from Tamil to
English. We propose a novel tokenizer design which uses a combination of (i) byte pair
encoding (BPE) technique, (ii) Tamil word morphological and pronunciation rules. Further,
we use various open-source monolingual Tamil text corpora containing 5 million sentences
for pretraining the baseline English LLM model. We use another corpus of 50 million tokens
of bilingual text which is designed such that alternate sentences are in English and Tamil to
train the LLM. This is to enable the model to jointly learn to predict next tokens in both
languages, at the same time to learn the correspondence and relation between successive
sentences which are in English and Tamil. Finally, the trained model is finetuned using 1
million pairs of Tamil-English translated sentence pairs for the downstream task of Tamil to
English text translation. This finetuned model is then used to evaluate the translation
capability of 50000 Tamil test sentences and we report the BLEU scores.

We have independently performed our experiments on two different baseline LLMs namely
LLAMA-7b and MISTRAL-7b models and compare the results. We achieved BLEU scores of
39 and 41 for LLAMA and MISTRAL trained models respectively, when testing the
translation of 50000 Tamil test sentences.
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ULphHS LI @evESH WSS 6L QoUW &S &8 T 60T LITHIG

@UTLUrEFTHs Geumnk &L &S (Heageuurer', &
LITeV& 5 & IJT T ITLO 60T &) 6V & (G 6 60T,
'ramprashanthvenkatakrishnan@gmail.com, 1060 &TOITFT LV&HMVHEHLPELD,

QBSwWIT;

2 sundar@arizona.edu, @ eorie () FLILIMTET, GHME&HGWIT

Y F&H(HEHELD

FRIGSHOD @aesHWnIGafle) QLUQWTNES Q&TLFHM6T (consonant clusters)
9| 60)L_UIIT6IT M1 85 6007 (h) leumnl st 6T600T 60011 85600 8560 UL L Il Leueneoruiledl ()LD
QLGTQLIMIH G ETTETEm M 60)LIG S5 TeoT16V 6T(LDE W 6TGETITLD. 261 L L 6U6m600T LILpTH S LAl 60T
eelweTalms ey QealeflFFlll(hd sTLGRMmE. QTYWE 6e0&6T, QumbluTmm
R60&H6T, MEFSHET UHRUWIMHMIL 6T QLUIDIWESESSD, sedlwsTalmellledey WaHS W
LMBISTHOISH M. &F 185 5 L0 L0l 60T TL(OSOH TN USSILIUTL (G BT6L & 6T
TGOS WU HESG TOHSHE QHMeoTCLITD.  GQLOUIILDLIOUIS S MBIG 6N 6ot
eTevoTeonl e &H UL QG eflouns:s Qs fHEs LUMHS BlIGLEHaE5 CHITLLIML L eTauLll
3|6VF (probabilistic analysis) |&H6TLN6TEOTTEL @ (HEHHHInILW QOTLHUINWLMD o MIG 66T
@565 HemTuiley HHSHETGETITID. HITLL TS, 6185 60TMT6V 6U6VG16VTEY @ITLIQHRMS 36V6VSI
@eTINMET  eNGHQ&ETMWES QSTLIHS UGHMS CumeaTnm G&e6Tall @b & 8 meor
allemL & meoor ellempHHIETCeTTID. jeTaunl eedlufluiey (quantitative phonology) (emmMUiley
QUUIDIWSHSHSMS UIQQF WD P&V (PWMHEF @Sl

1. spieenm

FMHIS @600 WLILIML6V&6T WITLILN6V 5860076 S8 & L LI L IOFL|LILITL 608 6. 24,608 LIMT6V
LITeUemM&&CSHMU aUT&Hbn 19U ETseT Semers Ll Lmseumm Lfl& s LiLL 11588 60Tm6or. sp(hH
Qe @QCam Frsetnasl Nflhain @umGam QFMM&Eellar LGH&H6em @Cr Frms
@) EMETTHSILD QUTEVMTGLD. 3jelaUmMI(H&HEMS5UIN6L QOO UISSBIGm 6T 6eTell(HLCLIMSI
Flov QLUIAWWSSIG QSTLISET LflHSID aIIeTd. Q&MY 6TLEMEVENUIS &IT6uoTLq UL
QSMTLISGET @6meoThIlD UMD, @6UaUmUle&HE& [BITHBISGET  @)(IH66n 88 6rlevmeor
2 ST 6T(h &S &6 & Mevor(h 6TGEITITLD.

WHOLTUSTES WMINVESEISSISHGL QUTHSSImer allgaillevennbsd 2 anguiley
@eLaleflmemner BEHL G wwbher 2 empulley QLUWAWTNS Q&TL TS erleor
6T600T600T 1 860 & 60 W 6Tl GLTLD. @) 6N 3 UM B 6T60TE Q&MeTGUITLD. &) [J600TLTEUS TS,
wirdiy eulgeflevetm eelQelmm QFmeevTsHE ETLNHEHS 2 . @65 I, 6U6ME TETEVITL.
WHMSULFH QFMTL Ty HLHS Flev QFHTLISHET Sml LLULGL. LbenswdHev
QFMLB6VEVETEVE G L LIL_ L 6T600T 6001 | 85600 & LG AU (BLD. IG5 Calm6T
LeoorFFRABIASHID s Salgul QSTLI&GET Jmibsellh&earmer. @) e6ueilryeoor()
6T600T600N | SN &HGET6T  Snl Lelleml, QUUWIDLWSESHESH 6T UMBIGRe sFrulallearmll
LweTU®O SR mS.
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2. QWD Lo WS 58 B 6T 6T6v0T600118 60 8 & 6T CLUSTER FREQUENCIES

FHI&H BIL&HTTer 6T (HSHSTm&HUNT Tl () BHrseflewlnd USSILIUTLIQ6T LSS
BreuGeflauld aUbSI6TeT GLOUININUISGSEMIGET 6T (GOl + GILOUI) 6T600T600T] 85 60)8 & 606
LeTeu@ld L L euemneoorserfley SHITeooTeLITD. I Lelemetordkernflel Semnl. aumflimseld
QFBIGHS auflmFullaid UL AFHELILEF 6TeoT Q&TeooTL. QLI IQ&H6T BlM&SETev
FLIQHSTLLLILIL (H6TETer. (h QLIL LY FTDL6 BIMSSHT60 GMISELILLILHBHSTE 3 S
SbBS Il Laemenoruley, 2bs auflensulley 2 6Tl ARPGLILF  6T600T  6TeOTLIEN S5
GOILILUSHETHEGC. NCHBUM QB(H eauflensulley 2 6Tem HHLILF 6Tevor 68 T600TL
QUL &@mLULY BInmEsTL GMGSELLULNMSERMS. @ QUL Iquiley 2 6Tem  6revor
FeoLaumflwmsealb QBL(H&EGHSHSHTHED @ FeooTlaalin CFIHS NH HLILF 6T600T600T Tl
@QUBSTL SBSL QUL &HHEHFTIOLN BIMESSTL GMleHsLILL(H6TETS. @)6leumm
6T6voT6001 1 &60 & LIGHSH QULISQSTLIS&m6T BIMWLINHSSH &STLHWLECUTS opFel (Kb
LUMRIQ&STErn  oseaflaumr®ma. @& sl  sedwarai@mellededr &K enerd
FaMIQSTU MG MG. FTOLEO BlIM QUL IQHET emeTsH SN a6V 6T-a1606d 60T PPs
(geminate plosive) QLOUIDIOWIGHEBIGEET G &HTETL6m6l. &HLUIL Blm QUL IQsEeTT
QL6vedleT-Gln6Led6or NNs (geminate nasal stops). GIOUILDLIOUIGSHBEIHENETSH 6 & T600TL6M6).
&HHEHFTIDLIGL BIMID Q&Meoorl QUL 19 86T G665 6T-@) 6m6toreuevedleor NPs (homorganic
nasal-oral stop clusters) QLOUIDIOWIGHEHBIGHM6ETEH Q&ML S WSS
Wwemmwimersl auedlbs QeIHS auevGleuTeilsGemeT aliflallqausHev LNflGSis STl LTS,
2 ulliflem AL eV ITEd B 6T Qedeugl @ wievL. @eueumilaiev 15T 16185 61T
SAUCAMILITL ML S &HeoTdaHe) Gametarallveney. GCUAID @hg GUIDINUISGS
6T6UOTE00T | 6 & & HTEHCEHMIL, Sj6emel 6@H 2 (HBLUMISHEG 2 6TC6T @ UHLILIM6UWIT
I6vevgl @ evoT(h 2_(HLIGTSHEDEHE HHCEU 2_6TETen6UWIT 6T60TE &H([HEHH 6V QSTETETITLO6
QEFEWWLILLL .
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4. 0rmmm®OHs QAWM el Q&ML IEH6 60T auemas6T TYPES OF BICONSONANTAL
CLUSTERS
GG 6T L Lalemenrsefled &Temild @ eMemWEHmsd SBHSSH QUM
QLD QSTLIS6TL L6TalBLOmm elemn &L &S6VTLD.
1. @eoTnmerT QLUAWWNSHMSGS QSTLIHS 05 UGS S aI(HeUS. @ end NP
(Nasal plus Plosive cluster) 6T60T85 &M1& 16T GaTITLD.
. Qe mmHNITLL6V. @6emg PP (a geminate Plosive) 61601 & M& H16TG6ITITLD.
3. Quev@eummMITLL6v NN clusters (a geminate Nasal stop). @& &L 6L 1S MTE aUHLD.
@LQWITHenMS QSTLIHS alev@eumed aleaugild AP (Approximant plus Plosive)
A® QLQUWTNSmET QFTLIHS aIBeaugild AA (geminate Approximant or Hetero-
organic Approximant cluster), @eLQWTMHMME QFHTLFHS GLDVG 6T alI(HaIGID
AN (Approximant plus Nasal) @&enmibg eTevorevol18560)8 U560 1585 LD G 60T M 60T

5. eT6voT60011 8 60 & Ul 60T GLIMTE (5
5.1 a6V 6T6v0T6Eu01 &M & UN6L &HTEVID QWIS SITLIT 616058 6T

LM &HQFHTen&HUN LD LIGSHLILITL g svilh CLoGev
SO L BemLaurfl, QG euriy], @weuriflil
UMIeneuderfley erevorevot1&Hem suilev OGS WITSEH 6uHLD
QBMTLISHEM6TULD 36U 616088606 LD

L edTeuBLd L L 6uemeuor U6V & MeoTeuITLD.

LLLD 9. QuWQuwmeds
QBITLT auen s serfler 6fs
UL LLILILLD
NP > PP > AP > AA > NN > AN
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syl Leuenamr | ullgsElwimear alpshsmmaulland ugs LT Igsyh &mamih
wilde Gl g ClEMLT suen&Sem | @ L0 LD LD WL & & 6 & 6T
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audRermmrl L | && kk, &5 cc, LU t, M0 e S5 tt, (DU mp, WS yt, i
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1o 6 Gl eu el - mi& nk, gF& Ac, edorL nt, &0 or, HS nt, Lo pp, suaw |,
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Clmmeg (NP)
e

Gméu@eurrs‘ﬁ]g' (65 (g5 fif, MBIMG nn, 6OTENT nn, WD mim, Wil yy, Wi yr, o
Clamg (NN) mk T8l ra, 75 m, sUeu v
Hebss

THEOTITEL  @UILIQGWITT  e(OMIGMer UMHIEG eaaflliu®Sms? Bleshaseler
QLU @ens TR LUMTSHEHMD. H&HT alflmsamwl n&5edey (&S5
Q&METCAIMD. BT RMeNMS (& k) QSTLTHSH 25 & 6T600T6001 5 6m 8 UI60 6UTHSHI6T6T 62 MM
65? SHHIGL. AIVCTHMMES QSTLIGBS GCaum QUUIAWTE ealHelH6evemev.
3|GH6TTCVGW QaueflFF ML BIMUIGLIL LY &H6T @) 55608 U6TelTdH 2_6T6Teor. 3 C&HGLIT6V
QULETIIEHmET T(HEHSIE QSHTETCAITD. 600TSHT MeMME (6007 n) QSTLIHS 615l
HNSGSHWMES UBRMS el UMTFSSHT LHETCW. Caimmibleney GLOWILDLIOUISSSH) 60
QACTHMS QFTLIHS @e6oromerT aleVEVTeS L HIGL QLIEBLOLIMTIN QL.
@518 SHBIMLI QUL Lg86flel TR M.

ReLeumflumes @e6veumney QBEGeITHIWTSL UMTTHSMT GGV Tedl&E & (LNHenS W
RHM&HT GCaum HeE;GEHES WUWTE. QLeeumMMIFLL WLLGGCL HIG
QIMUILIL6Temgl. @bsUUMmIEG UPhSILET e85 560TEH T (NHEHU SamTsh
efleTaGH M2 @eTaid HlPlev @UILIMHIEG BYSS BR M.

5.2 T &S TS erl 601 LN 6mLp & 6iT

BTBIGET HeooTeHHL L 3L L eUemeordHertley &8 (&6mMeUTeT 6TeuoTe00l186m8 685 T6uoTL
QLUILDID UGS BISHET Fleve|ld @)L LDGLIMMIGTETET. @) 6mel 6T(D& & TE6r 60T LI6mLp&H6l6meTds
SHHSBIHCMITID. @ FQ&F Ul 6THe 60 &meooTLILI(HLD @)D GLOUILDLIOUIS & MBIGET LILTH S LAl 6o
RWeTCEFTHME F&HEHECEH LMIDLITETME. Sh&H6VMV @emel  61(WD& S Taerler
FHeleTHGmmallermey  SHLSESLILILLeG 60T CHTOTMIRMSI. ReOWeTCFTHm
NG &Herflev VDT EHLILLTS LOMMILD TWSST LN e Lo wimen gmuLL
QUUIDIDWIGSHBIGHET Flev - &L kt, &1 kr, &6v kl, BIG nt, &5 ct, &b cn.

5.3 9|9\ 5 eTev0T6001 & 6m & @ & M6voTL. G\LOLLILD LD U &5 8 MBI &5 (615 & 8 IT60T 2 (IH LI 60T -

6691 W 6o W6V &5 ITIY6U0T MBI &5 61T

1. seorallemerr - Lmellemenr? 2 mp&FF Qsmeoorl allemergdQammaefley, GLosvedleor-
@) 6m600T6U 6LE0l6OT NP LOMMILD 616V60I60T-616V60 60T PP QIO UILDID UGS 2 MLDEFE (contrast)
2 _puUelwev o LliemLullewid W&eh QFWeLDWITETSI. &eoTellemeorsd Q&M &6
QLD6LES 6oT-@) et etoTaleVE0leoT NP QOUIDINWIGH&HBIGHET G &TeooTL6m6l. 3CHGLIMT6L
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Lmellemeotsd Q&mM&H6T au6vedler-6u606d06m PP QLOUILDLOUIGHEMBIGET 685 T600TL 60)6).
@bs alemerd  QEmmsefledr  LwWeTUTL LT  QFwuwjefley  Quosvedleor-
@ emeoTalevedleor NP LoMmMID euevedler-a1606060T PP QOUIDINWIESEISGET 355
6T600T600T 1 8560 & G616V & MevoTLILIL 6VITLD. 6T.&1T. - LI.69. 3L & atakku vs &.6l. QLI
atanku.

2. Fal (Ll  QUWIFQFTM&ET6L  (compound  nouns)  LIGOTIEFH  STJE0OTLOMS
2 _muetTsefler BH G ausvedler-ausvedleor PP (HMIGLID tankam + G evorevord kinnam >
SHIG&S evorevoTlD tankakkinnam) euem&UIN6EVITEOT QLOUILDIOUIGHEMBIGEBLD QL0660 60T-
@ emeoTeu6L6E0leor NP (LT ma + LILLD palam > LOMOUILPLD mampalam) 66t & ulevmeot
QULUIDDWGESHIGEBD  eal(heugieoor(. @& AeUMMIET  6T600T600l 8560560
AT &LILBH &S EVTLD.

3. auevederd @ULINHH 6TedTLS QUWTEF QFMLelembHE HLpeminll QUUITIHET
(genitive) BMLQUSMHESG 9HHQL LWeTLGHLWD @F 2 (HL6T-660Wenflich 2 55
6r.&M. - ai® vitu > e @ vittu. @S 6U6LedleT-au6ve0l6T PP QILOUILDLOULIS & i85 6rfl 60T
6T600T 60011 860 &H MG T (HH M.

4. Lev QuWi, ellemenrd QEmmaefler CaufsmeflCGeuCul @bs elsvedler-alcuedler PP
QLevedleT-@emetoraueuedleor  NP-WD  GO6vedler-Qnevedlesr NN QLOUILD-
LOWIESHMIGHEHLD 2 _6TET6T . 61.&IT. - LIS&LD pakkam, &I tanku, QJLDLOIT amma.

5. "HeoflBGMleL (et semml 2 WllFeurflest @IL (D" 6TedTQMMTH HedTenrev el 2 evor(h).
@6 @HS GMHS 2 (HL-66dwleofliev G Lpedlev @ emL_ulleor LDMHMILD GLO6VLES)6oT
QUUIQWIMEN &6 @ TL 195G 60TM6IT. 6T.5IT. - &6V kal + 2 u > &H6uay kallu, &Hevor kan +
@6V il > &Hevotevol6L kannil. @e6UeUTM QUL 195560 GL6VeYaT-Qnevedleor NN oM MILD
@emnLuwiler-@emLufleor AA QLOUILDLOUIES 85185 6TT160T 6T600T 60011856008 85 60V6T T L_(H)LD.

6. QameuasTlwsHer GmMlwsusll Leoorifluey LNfleflev @ e1S (Rangan K. 2012)
SO LUL (heTeTgl.  UH6TLIL @  QUWIeFmeveder @ mGullsverer
QLD6LEO6oT-@) M 60TEUVEO 60T NP QIOUININWISGSHLD @eTQ6TTIH G LW & Q& meved 6o
QUHEMSWITEV aU6Led6T-a60V6060T PP QIOUIDINWIGSS&SIOTS DMMID 6T6TLIGCS. 6.8, -
&I kuranku + &6V kal > GT&HEGE &ML kurakkuk kal.

@ LTS iflwimeor 2 _(HLI6dT-6260l W 6vfl 6L &%) & erfl 601 Q& (LDEMLO WITET
LIWI60TLITL_L_IT6V Flev QU UILDLO WIS & HIGHET 5 & 6T600T6001 1 &5 60 & Wil 6V
&51mevoT LI LI () 89 60T (D 60T.

5.4 NP QLOWILDLO W & &M1& 61Tl 60T 2|5 &5 6T600T600T1 5 608 8 TF6V &5 ITIJ600T MGl 85 61T

Lspeumm Qurdluilwevrmerymer @umuULl () &m(h e eusvedler Hrmell Qo s erfleor
@LILN6V & &H600TLD 6T60TERI LD HTeV6L ‘62605 &16m600T GILn6vEdleTD GF 756V’ (Euphonic Nunnation
or Nasalisation) 6eTedTERID QM &HHSNSG (NETORAIGHMTT. UL @hS
GrMESHLIgeTLg Hrmell Qumlser Aevaimmlear CaufFaammaefie CaFFsHa&LILMILD
NerQeorml(Q&efledr &6V QUQWmedlulledr w6t @ GLevedear 6l GFIHImSI
(Caldwell 1875).

THSHHHTLLTS, S, @& 6T60TelD &L.(H& Qammserlear ausvedler QUG W med s erfleor
(DeTerT) QDELEJETT 6260 CEFIHS SIbhS, @HS 6TetTerlld &L (G QUWQTFFF Q&FTMHH6T
LN & &) 60T 60T.

SHE) + 3 > GBS + 3 > AHS
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2605 glemeor GILDELENETID GFJ&HEV (euphonic nunnation) 6TedilD @ 6elellemeTGel 606V 60T-
@ emenTaleVedletT NP QIO UGS BIGETIET FH G  6T600T600l 60 &HEGHE  SITI600TLNTS
@@B&HEHMD. @BS Q6T CHFFH GATOTLSH NN FSNBIHNIIND  F &0
SmeoorlIL(heuBHevensy. H0Mey, @UILT 1960 6@ SHWIPF QFmeLedlerr GlLo6ved eor-
@) 6m6tTaU6VE0l6TT NP QIUOUID NS SHSH MG @)6m6TWTeH &eTeoTLSHH 60 Qleumild spMemnm
a6LQI6VITEY &ITedT &5 Mevor LIS MSI.

6L.&BIT. -  S6E0T6OTL LD DIC) eradu
sulp @ mevor () irandu
&560T60TL_LD e mi maru
sl eLNEOT M) manru

&Teu(hGaIeL 'hE MHMILD DL eTeTelld Qevedllerd CoFihE alevGeVmedlgeT HLLPLI
QUWIEF QFmmseflear @mIGsefled UFHID HTTLILGHOTMET 6T6oTM S MIGMITH.
@bs QaedaTd CFIH Flamp 56T 2 ma| QUTPGLIOGHa CaumiLBEH 5
STLORMSI. 6.&M. - SUAD eTmi-IDL] eru-mbu, HeTeoTL D @MmI-G6l iru-ve. LDEMEVWITETLD
SsUlWHE W& QBmEsmar QLTPWMSmd @Qbhs 'Qeedeard GFIsse
apBIRmHRMS. AJLALTPHuiles Fe @LMBIGL Qeedeard @ULIS5560MSH
NG &MN CoFI5606T AHES Blen6evemL 6TL QU] 6TeTS!:

LOEMGUWITETLD  ELN[BIHI mannu

5.5 QLOUILDLO UG 85161856 160T QILITSILT LIMTHIG

A5G eTeoennilHensUlley Q@B QUIDINWESESHBIGET LLPHSLOILLI6)  6T6dTE 6oTeoT 60T
QULUWIAWTENGET CEFFHME GGHTETATH TR QULIMEIITS @) [HIHSIETETET  6T60T LIS U|LD
Q&ML 2 (Haumsedlev sjeumnleT @eTMIWLEMOWITS &HeTenNeNWUL|D QF (WemLDemWIU|LD
(productivity) FLIQEHESTLOHOROTMSI. LIPHSLALD QLOUILDLO UL 8561 & 60 61T
QuUTsemILGSSH @reor( QUUIQWMeisefler CFisHen&HsE @@ aUmULILTL L5
&5600T L6 L_UI6VITLD:

NP, PP, NN, AA, AP, AN
@G P eTedTLIS aU6VEeVTeIEem6T GMEGLID = (k, ¢, t. t, p, 1} = {&, & L, &, LI, M}
N 6TedT LI G QILN6V60I60T 62601 &6IT = {i, A, n, N, m, n} = {Il, @5, 600T, [B, LD, 60T}

A eTedTLIG @ 6emL_ulleor epedl&BeT = {(D), (I, 1), (r), (v, y)}
= {(tD), (6v, 6T), (17), (6k, U1}

6. (V1964 EmIT

BTMRIG6T &evofleonl] Q& WIBIT6L eLneVIDME LIPHSLALD Q&L 6TEH6 60 aUT&HETemID 6T6V6VIT
QLOUILDLO W& 85I & 6rfl 6T 6T600T 60011 85 60) 85 85 60 61T WL LD FH60orSH R L_(H |L_L_6)60)600T -
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WS B6TCemD. @& ETENEIINTEHES HLGHH L LeUeMeoTHeTle) albSleTeT AFH&
6T6UOT 6001 | &5 60) & Q&5 mevoT L QIOUILD LD U185 &5 i &5 61T 60T QuUITEILI LIITT5I 6 60) 60T 8>
&HeoTLMIECHTID. @hg UMRGT LNeareereTr 2 (LT 2 mpFFenuiulbd (contrast)
2 _(HUeT-6dWenfluiey ellEl&emaTuwld ellems:&HU6TCeTITID. @)\HS 8 &MFevoil&HG6T NP, PP NN
MMIND AA QLOUILDLO WIS 8561 5611 60T P85 6T600T6001 | 8560 8585 (& 8> SHITIJ600TLD 6T60TLIS! 6T MBI&H 6T
BleneuLILIMT(h). 3L, SLILIT, DM, HUIWT GUTETM Q&FMM&6flev aUhLD HMHOFUWIEVTSH
Slemnbgd NP PP NN, AA QUUIILDINWESBIG6T L (HLD Q&Ter(h @bhs L& S wimeor
algemel eflemgsalluleumsl.

Heorn) 1Hellevev

@MU GGHES GCHMAIWITET BILFTOTMISHMET 6IMBISHEFHGSGL QUOHMSHHS
2_miglemneoor WmTWI(BHS &6EHNF 5 &AL LI6VL & 6016055 LD & & F) 6V U6y
GLMG & Tesor(h6TeT H(HL_1Q 600G LOMIHEHGLD UTL L FOUT LIGVSGeMeV&HSHNSL GUITRflwi
QFEQIIM. QFLAIGGTHEGL BTy Qs5FleNss allBUHLSEMTLD.
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QWBHEHT QLTENAUWILIL: &S50 56T - HOLDEF QFeuailevs & WLl
LTS &S50 S (L 6Tem6eUS Sl)

Suja Suyambu kurinjipirai@gmail.com
Assistant professor, DDGD Vaishnav College, Chennai

2 WH CusILBGLL Qumbseflsy Flev QAMESE6T L HIGL QF DALMY E & Teor

(D DEMLOWITET &G H SHEM6TULD QUMMIF FImH S 6 hIG SR 60TMme6oT. HS QLML & EH6T
(DS ETELOWITeT @ LD QUMM QUTAWMTSES SeeVFIMHS MEHTSH6T LIGVT 6D
gOHMIGQS&TETeTLILL L Qum@lwnss sp Qumdl eflemnhBiGRmE. 35MES W&

(SR WLDITET I LILI6MLE FTeTmIS6TTSH al6Tmh @ LMol Fhig ©)6085H 5 WIS 6TeoTmI
MPHELILGWD UTL (R OFHTemsUWD. 2 608 l6emalley HLlLpTeserfleor

Licoor LITL_(H GLO60Tem L &5 6006T 6T(H & SIS ST (HILD L& (L& G WILDITEOT & ITEDTMI8560)61T -
QUIELEVITLD &560TE G 6ITG6IT Q& MeuoT(h Gl 6IT I (G LI6M6U LTS 3{6m6u 6)l6IT i (G5 65T M 60T.
F.emel. HFTCMSTLD LileTemer, 2_.Ceu. FTAIBTeNSWT 2 6Tl L Fmbs

LS LILmeTI&ermev HL0l(Wp&&H & enswefléasliLl L @bhs ©)6va S Wb s erfleor
QUBEMLNEMU 2 6VSLD (LN(PEISILD Q& metor(h C&F I8 & G66uoTI WG &AL T&6rfleor

& WSS UILDITET &L eMLDWMEGLD. ©) 5 6M60TsH &([HS H 6V Q8 mevor(h) 2, UleumMlehT

2 UG(LNLD LISV 3|8 Bl MIEIETHISGEHLIN LIGeUm (LNeTCTMME Q& U6LLIT(H & 606TE
QFUISQ8T6voT(h 6U(IHS 60TMEIT. 6TETMTAILD 2 608 aueTIEF W6t Caus s 8H M HITLALD
LIWeooT LILILGeu6vor .U S{eUFIWILD [BLOGE 2_6TeMgl. @\ HHEF GFUIem6V [BITLD &6voteofludleor
&160)600T 0\ & T600T GL_ G & LLIUIG6) 600T L9 LL| 6ITETSI.

FrmellL QME&HEH6T (NS0T H96V & 60060118 @& 6T L DALIMM QLML 6TedT&HIMm
Al QsmevorL BLG SO Qmdluilev Liew B LIkIsSeneTll LI eTLH &SI
Blemev& & BHITLD eUeTFHSI6TCeTTLD. SHevel LIUNeYILD LD TEooT6l [T 8615 858 60T LI6V 6 [T ITEIT LD T60T
FHEIVHMETE QST 1985 Q&MTHE&GLD HeTnMgHg &evoflent] ellemmIGHR M. & Teveallqeld
S &HEMET 6T S0 6T RIS TS CHFLNE 56V, TS S0 6 M8 60 5-
&efledmb&ID STeasemerll LNfE05H\SH6), HT6 556 IS 6N6T 2_(HeUTHEG 60 6TeoTm!
BITLD Q&F UIWGEI6D0TIY I LI6ool1&6T g JmeTld 2 6iTement. HLALpT&erfler oinjley el Lm
QTN eTHLD BHITLIG6T(HLD 2_600TIHSIE &Mevor(h GLIMTMMILD 61U & Gl&F LIWI-
GeuetoT(HLDMTETITeL HLOGI aueTmisGeneTl] LImQmbluilley QUWITS S 36rfld o Cealevor(LD.

2 VR eaITUITEH MG CLMLUIL L QLOTLEIH6T 2_6T6Ter. 3556 Qmdlgerflayiin
LG @VHSR UWMBIGm6T QMTEPQAUWTLIUS WG&HE QUTHLAFM &SI Q& w6y
GTETMTAILD I &6M60TE QF IS M TET 2MEhTE 66T CHT&6em UL 85600TL 606U S
&HIQ60TIOTE 2 _6TETS.

SLETITEL @S5 H60 & U Il QFWem6evE 860016001 WI60T Fi160)600T Q& T6voT(h) [HITLD
FUIUTEHEF Q&FWIW NG ULD. §EH WMISG6T QMEQUWTLILSME BITLD
@WIHSH T BIH6TS 60T Q& TETEHLNGLMS LIV FlE&H00&HmeTdE FhH e CHIH M.

FMeOTMIMT,

1 QLU 61w SLedenild QUflE 3j6uer seflGm
STTLUQLUW 2 [HLO6T (LOLPMHISED 6T TEe
WriQssmev eflul STC SLTBITTE
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QEMWS Q5THES 8560060015
&Helen & DETEmedT en&LILIL. CLMTGI? (LMLD.81- FMS S HemS W)

Desire is greater than seven seas, He is

Carpal tunnel became the knee

yarkol Aliyar himself is Ornarch Touched mesh

Kavikai mallan keyboard dore?

@BsL LUMLeder 6T @ euflyb Fflums QoUW issLLLalevemev. @WIbHS T
QUMPAAUWFLILN6 eremlw SLANPSQSTL G LIGV 6U6m85UT60T (LD I6sor LIL L G LIT(HEH L 60T
QULMPAUWISSILUGR M.

FMeOTMIMT,
2 LIGOET IDTSH 60T BLD @ BIHS! LIM6L GIQS5STeIID 2 608D H6IT 6T60TMI Son MILD.

GTEOTRM QBTLENTSH FaG6lT QUBHHT QMEQUWTILSHGSGET Q&THSHST6 3|8

Even if you drink milk from under a palm tree, the world will say s.
6TedTMl QMEQUWTSEH MG &6 6TeT eSS &AL QTLEIulev 2 6TerT LisiTemLn
NGHWMs L BHIGW Q&HTETH M.

3 UMIEGLD &H6TEHE G LD 6U600T600TLD 6260TMI.
LIMJ&(GLD 8 600T&H 6T 6260T M.

2 _600TL_IT6L @\Jevor(hLD Geum.

GTEOTHIM QSTLIT,

Milk and black are the same color.
Seeing eyes are one.
Undal both are different.

eTedrmaUMMl QMBI LIWTESLILL (B 6TETSI. 2_600TLIT6V 6T6dTH M Q& M6L IJLILILG
QULMPAWMESLD QFWWLILLIGMGSEHMS. CLOHGMIUILL adhSSIHHTL(H&6T &Ll
QUMPNEG BITD @)6ETENILD 6TEURITSI HT6)S S6BIGH 6T 2_(HeUTEHS 2688 Ge6 60T Ul
BH M6l 2_6TeTG 6TETLIEN S S STLHH M.

Qb5 &L(henT,

-0l QWIHSH T QUTNQUWFLILNC 6TH TS TETEHLD &) 886060 8606 LD,

- BT THTCGHTETEUS MG BITLD 2_(H6UTEHHCUEOTIW HT6) 5 S 6md H) 60T
SHETENLNEMW LD SL_Lememenwld LM 6T(h & SIS5Fa 0SS TH SeNDHMSI.

- @&erepevld sLdlpFserflesr 9mle)l LmFuflulgSeng U

- LUeooTUML (& Q&FWeNDemWILLD 2 605D 2 600TTE QFUIAISMSHTET UL & en6Ts
2_(HEUM&HS (LG U]LD.
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ChatGpt 4 : UL LILIME S F\H S 60 60T
Kasthuri, M
Assistant Professor, Department of Tamil, DRBCCC Hindu College, India

kasthuri@drbccchinducollege.edu.in

LD60T1 & 60T 2_(HEeUMEH G LD L WMISG6T SMlaIMIHS C&HL 6056 (LNEITEN6ISH S
TWSLILIMGID LML LTS SMBIGET 6T6dTMM6L L60&H LIV, & &H6M W M6 &y
Lien_LiNevs& WD MHCLMTE &evofleofluller QamullevmIL LI euemF&FRulley @ L DA LMD
Blemev 2_(HeUTH U 6TemSl.

BITLD 856001l eoflWil6L ST Gaueworiqll STe|seT FiflwmeT QLoUlbenn &eTennuiley

QUGS @F 6L (N&HHWILD. HTOSSETID FTTHSE LflH608H6T BHLOLISS &6TemLn
GUITETMEME! @FH6V (LN&HEITENLD @)L QLR M.

&evoflevf] eueTT&FF WG 5E LDTMHMHIGHEN 6T Q& TeuoT(h ©)6V &SR 6TMSI.

315607 LIV LITflevor T MBIG 66 QoM eueT TS W LD 66T, @ 6TemmUl Q& MNleLHIL LI

2 WHL QMP&ESTT GHeme6l &ITeVLD Smevorly QMY HeoTem6oT Hlem 6V Bl MG H &

Q& meTem Gauetoriq .l SjeuG WD, S QMY QG TeTemLOWIMeT QoMLY eTedTm GLIMH evild
&IT6V LDTMHMSH MG FMHLI &6TeN6TS H&HeUMING SIS Q&TETEBLD aI6VEVEMIN LI &5
QUMAWTE leTHIGe6US! & 60T (b).

ChatGpt eTedTLISI S W QFWMen s Hlevoreoor M6y S Hmedt eLneuld HlemL & oL QUMHMSI.
@e6uealemns sjenliLseflev HLAD QM &ML UH &GS GLpedle Gomdluileor
BT6 S SETLD 6T6oTLIGI & evotleotlullev Ggemeulmeor el BIGHemeT (LD(WEMLOWIMS SLOlD
QUM siNleysrTihHa @ W nIgs Gelsoor(hLD

@eUmenm 6T6LEVIMTLD HIHSH L QGHTET(H 16| QAFUIASTES @&H&EL (MM MDH M.

Lien _LILIme & @5 8@ SFMalevTs InMmID Blemev 2 HalmMGLh GUMS! S LenL LU S

F 6T 6TETLIS 6THHM S M6 BlemevdF FMibHE &L LennssLILM LD 6T6dTL Sl
Bx:emTallHEMICW. @eummlev Flev Blenm GeMMSEHET 2_6Temen&H S Hall T8 G UICVTS.
QIeTIER CHTEH W @) 88600160l W&HEH60 SO &H6e0TE:8MeT @ BLIMLS &8 8606155185
Q& meTeT eTHTLILIGILD FaUMTeLSHEM6T CBHITHS LIWeool1L1Lg 865 Ulmeu& LI TS,
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QFWMen s Hievorevornle eLN6uLD SLAILDLI LIemL LILIMES&LD
BISH6g Q& HST

ST erOD QS TSILBHIL LD ST &HCSHST 6L alaTTHS eUBHRME!. T 6V
SHCUMSH Q&FWMend Hievorevor M6l &0 eUeTIEFS 2 0&H5MS L 1qLILIML GG
AMGRME. QFWMHenN S Hl6ooTeoorM6) 6TedTLISI LD60T1S eLpemeT FHH & Q& wevLi(Beusl
BUIT6v, 856001160118 Q& W6LIBITEVEEM6T 2_(HeUTEH SR, euMenmss Sevoflefluilev 2 aTarf(h
QEFUIZI, 9560T 21L& @F QUIBHISHMSF FHHHHF QFWILIL m6eUSHEGLD (WDenm
6TEOTELITLD. QFWIMEN & Hl6voTeoor Mlemed Q. LILI6M L WITHE C&Metor L|SIL|S! @)60 60Tl
HEMBIGHET (LD6M6ITS H1 &6 & Mevor (B 6 ([HS 6dTmeot. QUMY mHf] euemgenel (206
(6VITIFLI806 Model) 19 LILI6MLWMTHE Q&mevor(h @ WhIS el G&FmerLn, 602.00./4/, 0-0
WSO QFWMeNS Hievoreoor M6 @)6m600T WIS &6 HIG6T SLALDL e LILUMTSHSHSH M &GS
SI60600T LIS BIM G 6T, SMHM6Y, HMHLINGSNEG Sjaumenmll LweTLBSSH SLolb
aGLiemL 2 UNCTTLL(ETETSH TS 3,8 86VITLD. 6T60TGl6uTe0T60T Ul & erflel 3jaumenmLl
LweTU®MSSHEVTLD, HMHM6Y, HMLINGE S 660 @)60TeID 6TelaU MM QF ML L 6VIMLD, SLolLpLl
Lieoor LIML_(h) {LD&FMBIGHEMETS SI6VedlWILNTE: 2_(HeUTEEG6aH 6V 2 6T Fl&86086HL0D
FEUMeVEEBLD 6T60T Gl GUTEOTEUT 6TEOTLIEM S QLT TUIRMS @H&HE &L Hlen.

QEFWMEN S Hlevoreoor 916) @) 60)600T ULI S5 &5 Ml & 6T

BTN M1 & & 600TE 8 T60T Q& UMM & [Hl600T600T M 6) @) 60)600T Ul S &M1& 6T SMGLIMS
@@BHSTID LI LILUTSESSH MG LIFeueumas Ll LweTUB®SSLILGILD eLnesTo

@) 60 600T W& &6 EIH6T DL HICLD @B 2pUlele 2 L LGSHU6TCETITD. emed (PemmEul
@& 6ulh, 60800./4/, 19.L_ 6T60TLIGOT 3, G LD.

ChatGPT

OpenAl BMIAIGETS ST 2 (HeUMaLILL L Gl ChatGPT. Gu@molwom words ampona

QLI WM Q& Meoor(h) 2_(HeUTeH LD HMmeT FTIHS QFUMend Hl6ooreoor e s
(_Gumer26v1//6 Al) QS TIHVHIL LIS S 215! C8Meoor(H6TemSI. LIUIGOTT&H6T &Ml 6T
B&6Tal& HemenoTE 6T GFev 1- @ LD QHTHESHEVTID. GIITeV &60Td &L
LWIm&AweflGaslUL L Il &eubHTCTR S S &6vflsSIalnmeT LIS e
QUPBIGR M. @6Tm F Ml Waev QUIFIGWITT eueny GFIM6L LIFaU6VTSHLI
LweTU®SSLILGSR mS!. LeTerf] spliLienL_LIL|&606Td Q& IS eUH 60 (HHS!

LA 6OTEOTGHTF VB G S &G HS LIS emevdF Q&FNemLIDWITS 6T &S alenTuilain GFmeuGLn
B &S 2 LCWTRESELILORSH MG 6TedTeVITL.

ChatGPT 3.5, G&meuGLO 4 eTeor @ evor(h) LIF)LIL|86T 6.6T8105) 2_6iTemeor. & mev] 3.5, 175
LN6v6dl WLI6BT 266 (TH & 86068 (86T5) Q&5 Mevor(h) TS, LIL|GHIT&H S, ChatGPT 4, 1.76

19 fleN UL 60T 2| 6T6U (H 8> 56068 Q) & M6uoT(H6TeT& M8 LALLM MSI. 66y (H 858 6rfl 6ot
6T600T600I 1 5608 SIH&HLDMS @) (HSHGCLTE, Gomev:1-@)60T LIS 6v&ser1edr Slevedlul(pLd
BLOLIGSS6TenNWD FImLILIMTS @MHEGLD. 3CHTH CFMeLELOIT 4 6TWSHHIGH6T (6V) 2 L LIL
BILMLLMBIGET, R6fl&aTL F&6T, GTeLUF e s6T (NSeIlalmenmLl LGSST B

LIS 6Ven &H6TLI LILIGTIS6T 6ULPMHISLOLYULD. LIS V6 &6 LILMBIS6TTHE LD
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@l WMBISaTTE6|D GloLIMeVTLD. ChatGPT 3.5-@)6V 6 & SIemn &6 L. (G LUGSSTUIHSI
WS SILLTeU LFHevendeT L BH1Con 2i6flgss @uiaib. ChatGPT 3.5 LILIGTT&6T
@eVEUFLOM& LI LIW6TL (h&&H6VTLD. ,60TM6V ChatGPT 4-83 LIWeTL(B &S, LoMSHE:STmID 20
Q&S LTl QogFasCsealeor(h .

S UL LIUMSSSH MG ChatGPT 4 Qouflw Sjemelléh LIWeTU® &S (IQWLh.
SLEUTITEL 3IFMG 2_IflWl FrevorL_ev G eTellen & 6T (Prompt Questions) (LM< MUITSHE
Gus L8 Gualeor(hD. @ eveumalliqey, eTHTUMTHGD L6 HenolL &o&ME.

2 FMIeTHHMHE&G FmsLIL e em&EruUMTl LG ST LSHH 6T UL S

2 (HEUTEHE&H6600T(HLD.

ChatGPT-@ LD ‘e &CrumrLll UhGC STl L &m s 2 (heuMeH G aars &Lilfley 2 staf(
QuFUIHTE, 2(H M&HBTWITTLD 60 LDHSHIETET LLHCHTL L SH 60T LILG:H S

2 (FAUMERG SHRMSI. ILE0TTEV, LIWLETH THTUTTLILG | Sl6UeTml. 6TGeoT6
GuaeaTallemncll @e6Tenlld QoFlbemncllILGSSH ‘Ao, fler em&ErwmyLl WbGogmlL
L etrevrevor| U6V 62(h LIL S6mS 2 (HeUTEH G eTeor 2_aTaf(h) Gloa WG LTSI, LIUI6TT
THTUTTLNINEG QoBHRIS LLLD 2 (BHeumsasLiuL HereneTsll LIL D 1-@)6V

SITeooT (PILHMG. @H 6L MECTWTTL LBHCoSMLLLD 6TedN& FIMBISLILLT QUL LT
QIPGEGEF QoFMev. ‘Gardens by the Bay' 6T60TLIG 60T SLALDLI LIGLD HIT6T en&HBT WML
WHCoSMLLLD. QILLITY aUP&&HF Qoammenger 2_araf(h QoauuwlbGoUMgl, HTL g 60T
QuUeWEIWT el LMI&HH 6T QoUemwCrwm GmMIULGeugl (&S WLD. LIGLIMSI
SIT60T, LILIGOTI LD6OTE; &6V 6T600T600T | UL 6ITEIT 6R60TMIE G G H(H&H&HL0ME ChatGPT-@) 60T LIS 6v
600U LD.

Czorsll: sopCumrlu yHGsTLLSms | Comemsil: Fris UL, flsir samrEwTTl

2 (HAUTEESS LHECET L Uemaramided ©m ULSMS
2 (HEUTSHGS

UL 1: QosTR&SLILULL @ revor(® eleormehaseha @& ChatGPT 4 2 (heumd: & W LiL HIg 6T
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SOLPTL LesoTUML (B {DEFMHIGEETL LIMETMHMID LILHBI&H6T 2_(HelMTsH &GS E
ChatGPT 4-Qeor 2_gelleml [HITLEVITLD. LIL LD 2-@) 60 "“FIMIGLILLT @& Ledl6L GILIMMKIGH 6

Q& TEO0T LITL_L_MBI & 6T’ 6T60TS &HT6voTL_60 & eTellufledr 26 Mo LILG6eng 2_(HeUTEH S
QEFEMLIDCLIMG, LILGH 60 2_6T6m Llempemill LIMF&HHeVMID. RBISLILLTEF @GLnes
QEFWMena HlevoreoorMley Fflwmsll LflBE BHS e BH a6V SnlbLCUmeTm eulgeiley
@@LILG QUIMTHISGE LIMTeneTGU @) 6vemev. QILIMMEISG 6 elleMe@GealsM @& SILILLSmnsLI
LweTU®SH eotmev &l LisoorIMTL(RHILI LNemwpwm&BalBIb. srevor_ev Coetallenwld &mm
Fru®G S, 'FnIsLILfeT B&HT emnwll UGS ulley, QLIMHEISG6 LimeneTenl HHellev
emausgl, Slrl urgnuflu 2 e uflev IDGHSHET Fnlq BIHEGLWD alensule e LIL&HmS
2 (HOUMHG S 6T60TE C&HLL M6V, GFMETLD 2 (HeUTHGR6TeT LILSFH6V 6T LI Lievor LML (HLI
NemLpuLd &meoor @ Wwievn&l. Gaul g, GFemev D&EG6T {600 H5 6l MM &\mbigs LI Ifl60T 58T
MWL UGH UL QUITMHISEV Q& Teoor LITLLMBIG6T IDHPEFF QLIMTHIS
@LLIAUMIEIMSLI LILLD LSIennWT&He LD LiesorUIML (H QhaFmigemerll LmLpminsiin
STLOIMmSI.

Caerefl:  FAmsinyy Gwsdsd  Glumhissy | Caemell: FAmsifler BET ol uGSls,
ClETEamL Tl L TSaT Glurmismed umememenw  HHelled  emauGIl,
SWpTU urgbuflu 2 el DSEM &g
HD@GD sl Q@ ULSMmE 2 (HUTHEGS

LILLD 2: Fmiss LI, flev QoLImmhigev Glogsmeor LML L MI&H6T QosTLFLN60 ChatGPT
2 (HeUMHHW LIL BIG6T

ChatGPT-@) 60T 602861 600T600TSH 6V 2_(HeUMEH S LILI(HID LILMHBIen&H6TE G:& meuor(h),

AR FWTSHEBLD &l IMeTIEEbHLD &BIG6IT LD TeooTel T8 658 & Ul 85M M6V 616 MHI60) &6
2 (HeUMSHSHUNIQULD. T eallwifler 2 g6 @e6VeVITNaILN 62([H UL 60IEULDLILITEM 6T}
BT SR FlLTE6T euGLienLImaEsertley LILeTLI(H & 868 M & TeT 66T MHI60) 86T

2 (HAUMESH QoFWMen-8 Hlevoreoor M6 auLdlel @S Sl6Tergl.

ChatGPT 4-@)6v 'Colouring Book Hero' 6T60TM Q{IDFLD 2_6ITETSI. 2J6M & 60T GG 60T (h)

QU 6voTeOTLD L (H UG MEHTET LIL BIen &H6mULD el LB &6TULD 2 1H6u M8 G861 60T (h LD.
M G618 Q& mevoT(h) LIMeLTLILIeTerl QL& flUITE 6T &BIG6IT LOTeooTel 785615 8 & Il
&HMMEV GUETHIEMSHET 2_(H6UTHE S 6600T(HLD.
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LIL LD 3-@ 60 @@BLILISI LILBIN&H6T 2_(H6UTEH D), LDT600Te)[T60) 86T 26U M M8 61600T600T LD
L L QoFMeL6V6VITLD.

g 5 - i -""‘ .
Gaerell: SlDEF FmsuTsEe m slrmossled | Casmsll: Gl <sfluT Gl BL SIS

wélbFdluns slmsmur(paugy GCumrerm CUITETD UL GG 2_(HEUTEHGES
UL $eNG 2 (HETEHGS

LIL_LD 3: ‘Colouring Book Hero' SJlD& LD GQl«:&Me0oT(h 2 (HeUM&HESLILIL L LILLD
Leonardo.Ai

2 WFISTLOMe0T LIL MBI &6TEF Q& W Men & Hievoreoor Medl60r CLN6VLD 2 (HeUTE G LD
60)@)600T U & & 6ITLD Leonardo.Ai. 6UMTTE 60860 &6 2_aTerf(h) Q-&FU1GTeV 2 WIS T LOTeoT

LIL BIeN&6T & 2 [(HouTEHERS SHHSIeNGID. 626U C6UTIH SMevor_ev CoaeTells @ 6Tl (b
QualaIGralMI LILMIENSH6T 6MalT 2 (HaUT&HR G HHals @ &6 FmLIL ShF1D. Cs5M(h
QIR UM BTEHLD GMILILILL oemalleumeoT LIL MIen&H6T @ 6VeUd DMLl LIWLI6OT 86T

2 _(HEUMGHSHEVTID. 60TV SLA6L QUM S FHendH 6T 2 6Tef(h QoFllagdMEGL LIS euns
SBIFRVGHH L 2 6Terf(h) QoFUISMTeV LILMIG6T eTHTLUTTLILIMG Qob@Ha a0l

2 GTEMTGH6M G 2 _600TJ (PIQUILD. LIL LD 4-83 Gobma&eormev ‘'SLAPL Limyiuflu
allemeTwmL(hemnder ellem=emWmL_(hLD & MIeUTenGH6T 2_(H6UTHEH S 6T6oTm!
elleorellGWILIMSI, Leonardo.Ai 2_(HeUMEGHIW LILBIS6T LIWeTF&Herler et Fumyilme
SILILIMEY @BLILIGE SHTeooreLTld. @Tullel QoG MLITLIMET LIL MBIenSH6T 3

2 meaumsH W eTengl WL sG g 6215 allermencel QL BIRVEH N QoFHTH SHH TV
(ULLD 5) Lwerisserflet neors & emguiley G- mesrmlen s & & 6vofleofl& S em::yuilev
ereaTtellM@& & Q& Mevor(h) aUT6VITLD. LIL LD 5-@)6V LictoTem L& SHTeusHev HLOLDEF

A mieuFser umyuflu elencemwmGIDd STLGlemaWwll LI IDTMITLO6 L|Slen:oWms
Leonardo.Ai emyLIM& T mH M U]6TerTs.
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Gaemell: HDL umTbufw sllensmwm (haemer slensmwuml (hld SFmiuTEamsT 2 (HauT&&S

LILLD 4: gdlh 2 6Tef(h) eneuld Leonardo.Ai 2 (HeUM&S W [HITEOTE LIL MB1& 6T

Gaeell: Generate image of Tamil students playing traditional games

LILLD 5: gyfu@su &dfa%@ QLDéULb_|(.0_O1-800./4/ &@G)Jrrésﬁs\m-m_rra'rr@ LlLrEJsséh |



136

LIL BI& 66Tl GLIGLD SR 6oormerflSerms: 2 (HeUmdH e 2 56 H M 0-0 @) 6m 60T W & &6rLD.
BN WPGH696V BITLD (H LIGMLLILITETENT 3{6V6VG! (H HLIMT Q&FWMHens
Tlevoreoor Mlal 63T eLp6uLD 2 (HeUTE S Gauetor(hlD. ASHME& Crmeu@Ln1, (600800.// (NG 6OIWL
(©) 60)600T UL &5 &5 61T 161 & 60) 61T LI LILLI60T LI (D) & & 6VITLD. 1 &60T LIl6dT6ur [, 0-0 @) 60 600T LI &5 & 61785 5 60T
eLn6VLLD LiemLLILImeny GLIEF Caueoriq Ul auFeTsengs SLildlev 2 aTerf(h Q& uIwGaustor(hLD.
s, 5L @BH W), HLALD (LCEIWT), S8 (FIBISGLILLY 6T6T [HIT6TS

Q5 fleysemerLl LIWeTI&6T (LILLD 6) C5TTHOSH&E6VMLD. alQalmh Q&6 &H @0
21,6007, GILIGOOT (& J6VE6T 2_6ITET6uT. 62l QaUMT(H BITL 1960 CUFLILIHLD SLDGmyludesr
Lmeoofllwd 2 F& LD CaumiliLMBME. ASMHES gL LILIETIS6T &HIS%EH 5
alGLiuwmer Q5 flemealsds CHIHOSHH &&HVIMLD. I SINL HILOl6T M, LIWI6OT T &6

LS eQFWWLILLL Greneull LHCaMMeVTLD. Si5ME& MUl LienLLiLimerfleor
(N&LILMEUEMETU LD (NS S6M&F6|LD @)L LDGLIMILD.

— Tamil
= Tamil (India)
B Tamil (Malaysia)

@ Tamil (Singapore)

LIL.LD 6: 010 @)60)600T WIS H6ME S 6V 2_6TelT HT6tT@ SO Q&6 &6

'S Qg flemalll LWeTURSS | SLALD (@B W) Qs fleneull LweaTUB SS
2 (HUMSHBSHLILILL &TQevormert] 2 (heumsaLILL L &6 eoormer]

: y — 2N A '_, :
‘1o’ Gislansul uwsTupssl | ‘s (EnHur) Clsfmal uwsTUhSS
2 mEm&SUIUL L &rlammefl 2 (HEUTSSUUL L &rolaurmefl
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‘shp  (wGaadAwn) Glasflanal uwstubsd | ‘sl (Arsiuy) Csfloal uwerubss
2 HaUT&SUUL L &molemmefl 2 mHAUTSESUUL L &Tolsmrmefl

LILLD 7: D-ID @) emenT W& &6emEH eV QeaualCGaum SOl Q56| semerd G&meor(h
2 (HOUMSBSHLILIL L &ITG 60T merfl& 6T

&HMHMev, HMHLINGSHNE G eTeueumml LIUI6T LB &8 6VTLN?

D-ID @)6m600T WIS &6MS 60 &H S Q& MeooT(h LA eNl6Td: 8 &G 6uTTef%H QHTL T 6m6TS
SWnfléaserd. A flwl eu@luenmuiey LIMLLD LSS LIPS LOT600T6) T8 @158 &
QEWMmena Hievoreoor M6 & flulflest auenss LiflliemulLd L& SeoorT&F UL
I|6flE58555BID. CSHT(H) LOTEIOTEUT&H6T HIT6L ML &sLD, HIT6V & 6vor G600 ML L LD

B WaIMenm 6TWHUSMHGSGLI LFH 60T @ SICLITETN &) 60)600T U5 5 6IT I8 606 L]
LweTUB SH & &melevor merflaemneTLd e6f&Ha&TL & emerTuLnb

sWmfleserid. slpe sHmed MHLINGSH60 SH6S HLLEHMEGEH & TeoT(h Q& 606V
218 ANGHGID. HLALH6 2 6Taf() QFUIE FMHSHHT V6V HIRVEH 6 2 _aTaf(h
QFUWIeUE FMHSSIT 6T60TLIS! LILETISH6T LIWTLUMSSID @) 60)600T WS S 6T8 5L
QUTBSSS!.

Pgeyemy

QEFWMmenad HievorevorMley SLAILDLI LIeML LILUMTSHSSH MG L6V 6UTUILIL|&6me6TWLD

QULPTRIH TN 3|S5l QF6V6VEAICDOTIY U STTLD BlemmMU 2 6T6emgl. QUBGWMY MG i
alenrailey SLOILQWTLY Fra|semeTwd SLOLPFTLI LeooTLITL(H LD&FMHIS 6T LD GILIHLD
Ilemailev CFFE 8GO UIS SHTVESH 60T &L LTULD. @ [HEGLD &6 5 6emeTd
Q&FLiue(Bb Uesollubd WS WLD. "FL1quiley @ BHSTeV HTeT &HLIemLIUI al(HLD'
6TEOTLIZI GLIMELS SITIDMET &J6&EHLD &FiflWmeT $Ha160&HEHI0 QUIHALT mH i
alenralley @UHHEHTVSMeT SLALDL LI LILIMTGESHSHMESGF QFWMend Hieooreoor M6y
Q&FLDEMLDWITS QU(HMBIGHTEVE B 6V Flemeoor L flul (LLgu]Lb.
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GLMmG&marT

1. https://www.coursera.org/articles/chat-gpt-3-vs-
4#:~:text=ChatGPT%2D4%20has%20more%20mMemory%20than%20GP1%2D3.5.&text=1n%
20comparison%2C%20GPT%2D4%20has, text%20it%20can%20process%20simultaneously

2. https://chat.openai.com/

3. https://app.leonardo.ai/ai-generations

4, https://www.d-id.com/
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SPBTL HL LFH®aESPpsHEFHaTT SO Guomiplulled CaprssmsTalln@ Laaray
SYUIAIDFE®SHSET IDHYILD UGS HL B I%HeNGT LIESeNLLSaT: Qi yuicy

pewestaug & CHrenspTws

2 $afl LIDSFMOVSHLPS BIVST
LIOSEQSBHLPS BIVHLD, GRTGRTT LGOS GVSHBLPSLD
Glgarenesr — 25
kothai.suresh@gmail.com

QYUIGY F(HSHSLD
Q@pHw  ITUIFE)  BpiQUTBISET  LOOMILD  LUDSMEEHLPEBISET  Ymley  LgLIeT
2 (BFUTEHHSHDGLD, LUITLILSNISSGLD (LpSFW LmIsefLien L eupsl@elCsm®), e@a6)eumh 24ewr(k)Lb
D5 eTewTessIFBUNVTRT Y UIUPIHHFEH®ET 2 (H6eUTHGHEHIDET. (LpeweTali LIL L SFDHTH
ufBSIISSLULERLW @QsSmsw YuiaPFmssear Hdisx UPLLNDG FHBSTs, LaTaray)
ugLifesr epeonsad Filllss @QBHUTMNST LOSHVESHLHS WIS GULp DS
Oeualuid’L_gI. ygetred, LTl 9 uiaplseamssar PmIb 2, uiassL Hevgser (ETDS) ererm

Quuwi i g).

"Gapngsmisn'  eerg INFLIBNET (Information & Library Network) ewwowggmed
@SS L, @QBFW OSTSTE 2 UIIDHSEHST LOPYILD HWIes S (HewIsHelar, HnHs
YWFF, Q)WEHLPOD FMTEHPWS®SH &P%% o (heunssLiui’ L g. "Gouns" erain GlFme
FLOOVE (5SS B (5B 2 (56U TGOS

SBPBETLRL  Usmsspsmisaried sllp OwmPuiled Caprgsmisrailne arerey)
QuiPE®EFar P Puieays S ERgseflar umgefleou upp @ s (Hegulled

FSTTSLITLD.

apaIgias

@B w < ITUIFE 151 61 GYT /515 GIT LopHmILd LSSEHLPBISAT  YBlayLiigiifer
2 FUTSSSHDGLD, LITLILSNSGL psHw umseflicou aupniGHarper. Qemeu a@albleumn
UTHLD G5  eTesrentisEmeuilevTaT YUIDSHSEMET 2 (h6UTHGHDHGIDET.  (LPeHGToU T
UL L $BD&1H URBSIISSLULBL Q)FSHW YUuIDEHFET, U6 S5eUDSATL LIF)(HLD
R0 SSNESHIQULDTGT, 2 GTOTTIRS FPLL®L W FFU6D GUATLLTGL. SONWTATIHGT LODMILD
QUG  GUPLOEISET, SEIGeNET  Fleopsaled e1ps  Yaraled YgTWIFH  (LpeTCmPmLD
QY L_BFIGTATH CTRTLINS QBHMHW Y UWIUPISMFFHT LPMILD YU SFL HEOTHGT eLPGULD

B B&IS OFTOTEDTIF6T.

The Networked Digital Library of Theses and Dissertations (NDLTD) ereirig wlasresgssy
S Uiauplsaaser wPnih Huiassl Gagsaar (ETDS) gaigngsed, o (peungsid, Lweur®,
ugLiyged wppid UnEsT5se® YFHwaipedn Cuwbu®ssid @ FiauGss YewLiLmgLb.
sl Cunear, @QBHwrailed LDFMESHS WrsHws Gupailear puPPwred eTaray)
S Uiaplsamasar wPnih yuiess Heaiseafer (Electronic Theses and Dissertations - ETDs)
SATGHAWLD 2 (heunsSLILIL L . uiajsaier psolew@Lemuud auplwug 6%MeayplenevenwuLb,
oy Blwim srgenilwng  Qumuidd Geuelufl yeyerar GopEs sisoesys @ns ETDs
SO ORORYENT Y

CapngsmI&ET 2 (hauTHSELD
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"Gapngsmisn'  eerg INFLIBNET (Information & Library Network) ewwowgsgmed
@SS L, QBFW LOSTTEn 2uiePlsassHer PN/ HYuies L (Herseaiear, Hnns
YWEF, Q)WEHLPOD FMEHPWS®SSH &P%% o (heunssliui’ L g. "Gouns" erain GlFme
FLOOVF (5SSB S (BBH 2 (FUTeTSl. HYITWIFF WP Sar®igLienus GPlsSns. @)pSHw
SIHTIEEHGHIL_SHV 2 6TalT ewaiss pHsallas "snens’ Lefgwresig, Guflwg wHDIL
boTonegl.  FmIes QBPWANGT BT HTew FQITEFTILD LOPMILD B1%HFHSET FGUTeSILD TS
2 arengy, Capngamst eraiug INFLIBNET ewwwgsned upmofgstiu®w @pPw <yseysmi
OQeuaflufL’ 1961 HerEhPwiprsayd, CEE%) LTS, HBSLI LIBSHDS. YTTUIFFWTATISEHS S
FewL_SF UILLTHYLD IleTEI%HH D).

wrFrd@0lF g Qsmfleom usspasd (MIT) wimid Gavaiew ' -Cussil” (HP) @enr Gu
wmLULTE o peunssLiul L. DSpace ereviemid  @wES  cpev  QevEsupedpn  HerehFw
OO ummenaTL LwWSTL(HSS) GayrgamiasT@INFLIBNET D LOGSLILIL (DTS .
QY ImIFR WIS  FWHLLNSSLUILL L. 10STeTe)  QUIPISSHOT  LOPHILD Y UIe
s (eogsmarti Qupise, GPUIBs®, CFlblgse®w, wUILLSE®, WPHMILD  LTHSTSS
Cunemmaipenp @)Sse1ehPWS ST ClFuiw @)uieyiLb.

Capngasmisr G\FweOSGHTE5SLH

INFLIBNET eowwggi e yfipgieniio) @uups OFulujwd Ledsamesspriser, Liareey)
u@Lien Fwiliiugne), sniseg 2 uaPlEamssaler LpBGHTLLISET Q)65 LGN ULITS
WIPNIISDH G, LDSMSHHLPS DTS Gl lmprs  BOysal Gupevrd. Sy
Ll Gy, SBSaHssaTemel ST Pw 2 Fayd CaTOLTmeT HHANSEFECIGET 2 aTar
Fspsailpastet  BRysalewud  Qup  wpuywyd.  ydpgewiiey  @UUBSL  GleFuwiyLd
LIGVSVEELPEIS @SS H(BSGIFTLBlujd  CoarOLrpenar @QeeuFons Yeisa/d eul
QeiwiL®SnGI.

FDBES 9SWISH FATEHFWIBIFHATTE) Y, UIeIDSDFHHGT LoPDILD U155 (DTS5 @5% @ LGS mest
Qs feyBlenev erpLL B eTarsTeD, @)eel HHdSHSH610) SHLILITE CFweLIBILD.

puiailer Gprs: s miser

l. s8lpmriged o arar 22 waplev LIOGMESPEIGaTT, CapTsasniat G L gHe LlareaTeg)
SuicuPlgmssar wppitd yuieys s Begsalear (ETDs) umiselliysenear Li@Liumiey
OFuis e

2. s8lpprged o atar 28 BlaiBlenevl] LISMWSSPEISHTTD, Caprsssist Hi L sHew
ilaiesiem g uiauplsenssar wpnid yuieys s @Regsefiar (ETDs) umisefiliysenar
u@LUTey ClFuise

3. sAlPBTGL  LsdEHPEEISeTT  SOH  Fopuleddmps  sOp  Glmfluied
Coaprgamstalng Wararay puicuPlsessar wwpp/d  Quiad s (Hengsefer
UBISLILS6T 6THS TR (LSO OSTLBIGWS 6TaTLIS SDSS5 2Wiay.

SpUIey (pevmuilwed

Shodhganga @ INFLIBNET @eeawwgsearg@edmpg (https://shodhganga.inflibnet.ac.in/)
RFsLLIL L. Fuemeull ugUuTUeugspasts aleugent gyuiey (Descriptive Research)
LWGTU (BN SSLILIL (D GTeTS .
SI6y FIL L 60 HMILd LIGLILITUIG)
1. uieyssner  sga)  wppis  yetefl  oeugmiser  Counssmist G FHFe
(https://shodhganga.inflibnet.ac.in/) Q)(BbHI THSHLILIL L _F.



2. B0 ApSID] (LPSFHW USSHaTTS O\FTSGHSSLILIL L )
9. LIDSVSHLPEIHGNGT L5 ClLoTSs LimIsefLiL|ser
&)y LIVS®VSSLPEISaT6) 2 6itar LA FIewpulhpg SLOLH Gomflufed
FiUgsLUL L uiaPlEeE6T PmILd Y uied FL(HenTHaT
@). 6TBS YD (LS Y UWIUPFHEHSAT LOPMILD U1 % HL - (HeHTH 6T

FOFLILNSSLILIL 65T
3. M80s®EsLILL L ooyl LGLLMLISSTS Ms-Excel 3@ eapnin®) QFwiwiu’ L g

CoprgsmsT @Q)eenugars e FengLiiig i)

g

€« > c

e

a reservoir of Indian theses

€lectronic Theses & Dissertations

RA DO @

)

A\

HOME  ABOUTUS- SEARCH& BROWSE- MOE/UGC NOTIFICATION+  GUIDE & TUTORIALS+  DOWNLOAD-  LOGIN~

Milestone Achieved

Theses

CoaprgamHETNe) LI6)S6s 5L EISeNGT LIBISHNLIL|

@EFw yerailed, Caprgasmsrale LBFaisgd 10 a6 LIS LPBIFEHLD, 6

u@CeupPlw

QsTHESLILIL (B aTers).

24,1605 6955 6if) 63T

GT GBI G515 ) 5. @1 LD,

9L L auenewr-1Qed

L L auenewr -1: Caprgsmasraled unsensgw 10 upsearemw L% mavssLmIsaT

u%Caupmluw
mﬁ@g LIGD& GV H LS 1D EUTRVELEE Tl
6T oo . .
GTGU5T 5311 & 69 &

1 Anna University 15906

2 University of Madras 14874

3 University of Calcutta 14185

4 Sa\fltrlb?ll Phule Pune 12547
University

5 University of Mumbai 10968
Aligarh Muslim

6 o 10194
University
Chhatrapati Shivaji

7. R . 10175
Maharaj University

8. Andhra University 9868
Babasaheb Bhimrao

9. Ambedkar Bihar 9675
University

10. Panjab University 9260
(14.03.2024 oya@ims euevy)

Cupamplu L L euevenr-1Q)esr g, IyesentT UDSdVSSPSLD  yPsLLgwTs 15906

uicuplgmasseer LHCuppld  OFuig (LpF

QL gzl g sgereng. ClFarenerL
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uasmwsspsd 14874  guicpsmssepd, GCsressstT Lsmsspsd 14185
SuiauPlgmssesd LUFCaupprd OFuig wpewpGu Q)IesTL MTeug LPMILD ALPGIDTLD Q)L _5I%HeH 6T
1919 B3I 6TOTZ).

L L auement -2: SIOUPBTH TEV LIS®OSSLS ESGT Yuieudsasser LK CaDns S 6T

srauflens
aflens . . . o 2 GG.W'D@W .
. LIGO&: 6 V& S 1p 55 LD VLY E X ol ) % STUFOF
GTGHT . .
eTeusT el % 69 3%
1. Anna University 15906 22.03 1
2. University of Madras 14874 20.60 2
3. Bharathidasan University 8300 11.50 3
4. Bharathiar University 7393 10.24 4
5 Maponmamam Sundaranar 7341 10.17 5
University
6. Madurai Kamaraj University 5820 8.06 6
7. Periyar University 3145 4.36 7
8. Annamalai University 3038 4.21 8
9. Alagappa University 2443 3.38 9
10. Tagnl N.adu Agricultural 1409 1.95 10
University
11. Mqther Teresa Women’s 1067 1.48 1
University
The Tamil Nadu Dr.MGR
12. Medical University 390 0.54 12
13. Thiruvalluvar University 289 0.40 13
Tamil Nadu Physical
14. Education and Sports 248 0.34 14
University
Tamil Nadu Teachers
15 Education University 203 0.28 15
16. Tamil University 161 0.22 16
Tamil Nadu Veterinary and
17. Animal Sciences University >9 0.08 17
The Tamil Nadu Dr.
18. Ambedkar Law University >9 0.08 17
19. Tamil Nadu Open University 47 0.07 19
20, Tf'uml Nadu Dr.J J ayalalithaa 0 0.00 20
Fisheries University
21 Tagnl N.adu National Law 0 0.00 2
University
The Tamil Nadu Dr.J.
22. Jayalalithaa Music and Fine 0 0.00 22
Arts University
Total 72192 100

QL L_6ueH&wT-2 @) 6T eLpGVLD TS Y GRTewTT Liv s s pad 15906 g uiaipsémasear L CaupmLd
Oeuig ws® QL Fmsuyd, Glaarenat UdFmsspsd 14874  gyuicupdanssamar
uBCeupprd  Qeuig QueiLmeug QL F®dFuLd, UTTHSTFE LG@mevEspasd 8300
Suiauplsmassamar LHCauppd GlFuig epaipTeus QL Fmsuyd CuppeTarens ypBlw
G L R2IET

L L auewent - 3: SOHHIE IBlV LINH®SHSHPEHEFHTTE® SOl Cuomipluiled oy uiainsenssar
uSCaupms et Fueuflens
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S1blp Guomiplufled
aflevs . . . u@Coupmlw
eresr LIQV& VS FH LIPS LD ayianamsseficr % SrauflensF
CTGEITGEl| & 655
1. University of Madras 1684 32.83 1
2. Bharathidasan University 1120 21.83 2
3. Maponmamam Sundaranar 530 10.37 3
University
4. Madurai Kamaraj University 504 9.82 4
5. Periyar University 499 9.73 5
6. Bharathiar University 399 7.78 6
7. Mqther Teresa Women’s 99 1.93 7
University
8. Alagappa University 182 3.55 8
9. Annamalai University 59 1.15 9
10. Thiruvalluvar University 48 0.94 10
11. Tamil Nadu Open University 4 0.08 11
12. Anna University 0 0.00 12
13. Tagnl N.adu Agricultural 0 0.00 13
University
14. Tf'lmll Nadu Dr.J .J.ayalahthaa 0 0.00 14
Fisheries University
15. Tagnl N.adu National Law 0 0.00 15
University
16. Tamil Nadu Physical
Education and Sports 0 0.00 16
University
17. Tamil Nadu Teachers
Education University 0 0.00 17
18. Tamil Nadu Veterinary and
Animal Sciences University 0 0.00 18
19. Tamil University 0 0.00 19
20. The Tanpl Ne'ldu Dr.Ambedkar 0 0.00 20
Law University
21. The Tamil Nadu Dr.J.
Jayalalithaa Music and Fine 0 0.00 21
Arts University
22. The Tamil Nadu DrMGR
Medical University 0 0.00 2
Total 5130 100

@sar  apevd, SUOPETH I  UDSmVSSpSHSaNSBES  SWOH  Omuied
FLOJUILNES LI 1L uicuplgmssaiear UFCaupp sraufesuiesr Ly, OFaTenesL
LIGD&HEQVSHLPHLD, LITTSHETFOT LIGDFHSHLPSHLD, LD CETTTLOGRIWILD FIBSTGTTH LIGDEHVSHSHLPSLD
Pweneu wpenpCuw 32.83 ssal&swpLd, 21.83 #s5al@swpid, 10.37 s5a0Fs5wpLd GLipmr (Lpsed,

@uesTL_MLH LoPmILd eLPSTD LD @)L BISEETLI O)LID MIGTATGS TGTLIGNS 3 MIIGVTLD.

QL L auenent - 4: SIHBT® 10TBeV B&TBHMLI LIGOSE eV LS BIS6R G Ui 6w ens:ser

u@CeoupmsgFer reuflens
u@PCeaupmlw

m[ﬂ@'s)ar LIGD&: 69605 S 1p S5 LD SLUIGI )5 6055 o Gt % STFOF
eremt GT GBI GO0 5 5 5

1 Vellore Institute of 2947 15.58 1
Technology
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SRM Institute of Science

2. and Technology 1503 10.42 2

3 The. Gandhigram Rural 1353 938 3
Institute

4, SASTRA Deemed 813 5.64 4
University

5. Vels University 785 5.44 5
Avinashilingam Institute for

6. Home Science and Higher 706 4.89 6
Education for Women
Bharath Institute of Higher

7. Education and Research 651 451 7
Amrita Viswa

8. Vidyapeetham 596 4.13 8
Karunya Institute of

- Technology and Sciences >82 4.03 ?
Sathyabama Institute of

10. Science and Technology >33 3.83 10
Dr. MGR Educational and

. Research Institute 478 331 11
Saveetha Institute of

12. Medical and Technical 422 2.93 12
Sciences
Sri Chandrasekharendra

13. Saraswathi Viswa 417 2.89 13
Mahavidyalaya
Kalasalingam Academy of

14. Research and Education 384 2.66 14
Vinayaka Mission’s

15. Research Foundation 361 2.50 15
Sri Ramachandra Institute of

16. Higher Education and 356 247 16
Research
Noorul Islam Centre for

17. Higher Education 331 243 17
Hindustan Institute of

18. Technology and Science 308 2.14 18
B.S. Abdur Rahman

19. Crescent Institute of Science 305 2.11 19
& Technology

20. Karpagam University 298 2.07 20
St.Peter’s Institute of Higher

21 Education and Research 273 1.89 21
Vel Tech Rangarajan
Dr.Sagunthala R & D

2. Institute of Science and 229 1.59 2
Technology
Meenakshi Academy of

23. Higher Education and 168 1.16 23
Research
Periyar Maniammai Institute

24. of Science & Technology 157 1.09 -

25. AMET University 130 0.90 25
Chettinad Academy of

26. Research and Education 0 0.00 26

27, Chennai Mathematical 0 0.00 27

Institute
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Ponnaiyah Ramalingam
28. Institute of Science and 0 0.00 28
Technology (PRIST)
Total 14426 100

SWOIPHTEH Al BSIElaeL] LDEH®SESHPFESHaTNGT Iy uiauplsamassar LSGaupns 5 et
srauflengs  GPlUBeugy wibseafled, Geugyrd @erevigiguy’ ol O Gearmevgd 2247
S UIBB®ESH6T,  eTavYTeTd @)eravigiguyr’ gyl Fullarad el GlLsermevgd) 1503
Quicuplseassar,  &T1E%  Somwow-  Somdwu  Blsiplevwll  LeSmsHLpHLD 1353
S uiaplEamassanard FiLitlsg pewpGuw (LpSeTLD, (Q)TETL LD LOPMILD PGV TLD ()L BIFHeHQTL]
CupmeTeng).

IJL L auenewt - 5: SOPBT® 1omiblev 5 FBlenevLl LICFHemeasHsLpsEFHeTTe SLbp Gomybuiled
SpUiaIHE s 56T LFCaINnsFer sIaifens

S1O1p Guombluiled
aflens . . . u@Ceaupmlw )
eresit LIGD& GV S 1S 1D syiaiismsseie % suauflevF
CTGEITGHST| & 65

1. The Gandhigram Rural Institute 93 61.18 1
Avinashilingam Institute for

2. Home Science and Higher 35 23.03 2
Education for Women

3. Vels University 10 6.58 3
Sri Chandrasekharendra

4 Saraswathi Viswa Mahavidyalaya 6 3.93 4

5. Karpagam University 5 3.29 5

6. SRM Institute of Science and 3 1.97 6
Technology

7. AMET University 0 0.00 0

8. Amrita Viswa Vidyapeetham 0 0.00 0
B.S. Abdur Rahman Crescent

9. Institute of Science & 0 0.00 0
Technology
Bharath Institute of Higher

10. Education and Research 0 0.00 0

11. Chennai Mathematical Institute 0 0.00 0

12, Chettinad Academy of Research 0 0.00 0

and Education

Dr. MGR Educational and
13. Research Institute 0 0.00 0

Hindustan Institute of
14 Technology and Science 0 0.00 0

Kalasalingam Academy of

13- Research and Education 0 0.00 0

16. Karunya Institute of Technology 0 0.00 0
and Sciences
Meenakshi Academy of Higher

17. Education and Research 0 0.00 0

1. Noorul'Islam Centre for Higher 0 0.00 0
Education
Periyar Maniammai Institute of

19. Science & Technology 0 0.00 0
Ponnaiyah Ramalingam Institute

20. of Science and Technology 0 0.00 0
(PRIST)

71, Sathyabama Institute of Science 0 0.00 0
and Technology

2. Saveetha Institute of Medical and 0 0.00 0

Technical Sciences
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23. SASTRA Deemed University 0 0.00 0
Sri Ramachandra Institute of

24 Higher Education and Research 0 0.00 0
St.Peter’s Institute of Higher

2. Education and Research 0 0.00 0
Vel Tech Rangarajan

26. Dr.Sagunthala R & D Institute of 0 0.00 0
Science and Technology

217. Vellore Institute of Technology 0 0.00 0

28 Vlnayak'a Mission’s Research 0 0.00 0
Foundation

Total 152 100

SOHBEIR rBlev Bsipledwll Lsmesspsbsaiar sl O mfluled oy uiamnseasser
uPCauppEFeT sgauflens epeid, &THS Hgaoid- Horblw BlSFBleweL] LIS VEELHSSF 6D
s  YQuiepblsmsser  pm  BlEIBlewe  LUDSMOSSPpsEEmaT il YFHLD
Fil9ssLul Rerarg COsHS D).

L L auement - 6: BT 10TH LIGS®SESHPSHESTTD SOl Gomhlulled 9y uiainHsenssar
e ® aurfurer uFCoupnaFer sooufles

1984-90 | 1991-1999 | 2000-2009 | 2010-2019 | 2020-24
16 196 601 1256 576
SUOHBEIGR Bl LdFmesspsnsarmed LAl Gluwmfulled yuiapsamassar 2010-2019 4

@ Liul' L yearhsaicd srer yFswns uFCaupprd OFuiwriul’ Rerers ererLigd, 1984-
90 g gyear@sallcd Goprs HyarGou Yuicuplsmssear LFCaupprd GClewiwLivil BHeTerg
eT@TLIGILD OFHF D).

QL L auenent - 7: SIOUPHT® 10mhlev Bl&HFBEGVLI LIG)SE V55 Lp S BISETTE) ) Ul 6T en:saT
e ® aurfurer uFCoupnaFer soouflens

1984-90 | 1991-1999 | 2000-2009 | 2010-2019 | 2020-24
0 0 9 45 29

@B5 9L L euenawt T-ar epevid, SLOPHBT®R LTB BHFBleeLl LIDEMeESLPFBIFTT HLOLH
Qumpluied guieupsemassar 2010-2019 @ Qe L. yeav@saied srer LHCaupmLd
Qeuwliul ererg  ereruigd, 1984-99 b gyew@selled  yuicuPlEmasar e1ga LD
u@CauppLd QFuiwliu_afledene eTaTLIGID CSAEDG.

a1y

2 waLD (LpUpeugid, CFrssmast Wsajw GCseeuwnet, s Caripd @b SaTEhFWLonsH
LRI NOEETL ] GTGID 6D S| LS W THTF). Cangsmisrgyuialuewriseps s
wHLuTdysmard Gssflds, 0sn1gss 2sai 6lewiauGsr® L HLOOWTLL, 26u[s% e e
< 0MIERG Glewpuiled LIaTCGeang@ yuiaysewer LD B BHS Osrerareyd 2 FaBnG.
SITUIERWTTIS@5SSG Smiser FapuladmsGd uGeaumy sHLUCUTBaTsSmar: Lfbss
Oamarer aufleuens OFuiHnS).

yiipgientiey @LUBsSL CFuiwung Lsmesspansar CFrssnsmalled CFpeusmed &mnisaller
soplevevenw 2 wisgauGsr® LGOI, FE%HaT YuiawewTarisefler o TTuIFHenw
Cougy L L 3BDH & dywpss OFain geuisaiear CleupPld@Ld o migienest LjfwerLb.
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@saiemaent ApLiyflas ETDs upplw alflliyjestienar b apu®35s 0s1®)$s e, Lararas
WD SDEHHGT PDILD HYUIes S (HeIselar emissHhd HYFFAGL TRTLFHO 6Talais

wpLleenev.

ugLiuruiey | yuiey sen@LlgLiyser/ LfbgenTser

1.

10.

SUOIHBHIL (R OIBY LIS VHSLPEIGENG) HeHTGRTT LIS VSHHLPHLD 2, U615 %56 o5
LuHCauPpSFed (LpSeSL_LD O)LIDDIGTeTS).

OQearenar  LOFmWSHHSL  SOH  Gumfuiled s  yuicupldamssamanti
u@CoupPuf hSHmS).

SO GmPuiled o omuiF@ser oHHd Copolsrarariti GeuesiGLd. AYFHG 20165 LpLD
gofdsLiL_ Gauesr(pLb.

SO BILIGED  2eTarl  LSMmEspEIGaiew  SUSH®D @ evenevblwasfe,
o185 LI Geuest(BLb.

< ERWEFe FilifssLLGL Yuicupdamssear ) Owmfuied GmfHOlLwiss
Fwiligs0u Gauesir(p)Lb.

SOHBETIR wrhew udsmsspmsaies 2010 9yb ey tery srear s
Qomfluiled gy, uiauplsamEser YF s yaralled FFLINssLILL HeTeng).

SOHBIGR Bl BBl Lsmsspmisealcd SL) Qwmfluled o uiansamassar
1984-99 o156 gy er®safled eig1ad LHCauppLd ClFuiwivi_ afledena.

Ceapngasmsialed guiauplsas Fwilllliugmw, UdsmevEspmisaler 6%Hablee
AP H%@ 0 (Increase in visibility)

uevsmevsspmsallen_Guw HmL G puwiey yHsfsew (Increase in  Collaborative
Research)

LGOS eSS BIGaTer CHTHnIe) B SMLILITD, bSES LML LI OLITIHET 6UeOEY B I%He® ar
@ed se(hs0sTaTeugy etafisG gy (Identifying the Experts in the respective subject
areas)

CupGsrarsar

1. https://ndltd.org/

2. https://shodhganga.inflibnet.ac.in/

3. Anbalagan, Muthuraj. (2016). Research output analysis of electronic theses and
dissertations with special reference to Shodhganga. Journal of Current Trends in Library
and Information Science. 3. 16-20.

4. Jeyapragash, B, Rajkumar, T and Muthuraj, A(2016).Research output analysis of
electronic theses and dissertations with special reference to Shodhganga, Journal of
Current Trends in Library and Information Science, 3( 2), 16-20.

5. Panda, S. (2016), "Shodhganga — a national level open access ETD repository of Indian
electronic theses: current status and discussions”, Library Hi Tech News, 33(1), pp. 23-
26. https://doi.org/10.1108/LHTN-09-2015-0062

6. Sheeja, N.K., & Cherukodan, S. (2011). The development and promotion of ETDs in
Kerala.Available at http://ir.inflibnet.ac.in/bitstream/handle/1944/

7. Sivakumaren, KS and Swaminathan, S (2020). Availability of Electronic Theses and
Dissertations (ETDs) of State Universities of Tamil Nadu in INFLIBNET Shodhganga
Project: an analysis, Library Philosophy and Practice, article 4113.

8. Subhash Khode (2020). An analysis of contribution of Universities of Madhya Pradesh

in Shodhganga, Journal of Indian Library Association, 56(3),July-Sept.
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9. Vaishali., & Babasaheb, A. (2014). ETDs in India: Towards a national repository with
value added e-theses service. A Journal of Library and Information Sciences, 2(1), 92-
100.
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Qe gFed $15)1p Glomipluller araTiFF)
paaraud L. 9yd. @)evr s

wpsiapeetals UL L yuiaurery ( Caucdad LIS SHISHLL)

6T&1. o 6ugLoesefl, (5618 R wed 9B mF-G)setren as)

tpaigieT

SOOI §.192010 wpsed FwLiuns aueripg auBH DS @)HLied, $TuiC)wmSg FLoLH
QB IL_fLTes Lev &(55gI56T 9 Uiay BlevawulCGevCw Q) BSH DG LoSSH6T HevT(LpLd LIWGTLI(HSHILD
gPalwe smallsafed $LLH OIS B 5MesCeauestBHILD. 9aieurn eLopsTeoLor” (HGL
SO Qo mfludled Liesst] eumuiLiLser SoaoLiLm &% Ehs G HYeowLd. Lo mfluiesr
LweTUT(® 5% NS GO GHDSH Q) @IeuTUIeF F(HSHHLD eHLOF DI

GVFCFTDS6T- LTIS), prefgpser, Llareuesisid, &mnieh0lFwelsar, $LULHEse0aI)

Q@) ewents S0 HLOILD BIeNS L) 6T

BIefSL) GTGTLIGI F(ULPS TS DT Bl&LHeYsear 0eualEETL (HLD SEMGRTTLY. FHT6V LOTDHDSFH 6T Te)
@FWeTTev T(HSHILI LIy &s CruLllar) saT LeTenarsaier Lig L& 0)ser Glummer Ggig L
ewpss Liew @)L EI%Eh% &L Lol OLIwbiBg umpBs aBH et 2BS ChIsHe 2 bsbs
el L gHer OFuiDsemer o mBa Lg% Featioewd BreflsL) o safl CFuiFDg. LpPGwriser
eTewevns Garallevsanaryd Gy Ll LITisS ) (HLOLIUG QUIDL]. HFFHW uFFullen e Ld
Farioevd BreflsL) QeeusFions efigs aBHRDE. CFTanewaisTL S Uiy uFF ey ClFuIFsear
< ellsg U@ DG  OFpsOL) Br6Lgd CLrPeflGo, Qerusg Csear eupgy LTy g &1H e Gev’
TG TLIG LITTH UG U@ Y mCaspL FaToed @6l augalled prallsep 9 elss alBbH DS
FlesiLoentl, ). @) BSI, B 61 TG, LD T6H GV (LP TG LA (Lp T, LSS 6iTgend, BasLyLo), (p O Fmed) GLimesin
Breflg &6 EseflL_LH QFUIHFEm6T 2 L a0)1% G L 6T @)eoenTldFed LG [Fbg e h% e .
G650 Fweser euflwnsayd prellsHser Apbs Liest O\Fuig) e bE 6D e

LOlesT euesllag v HLOILH O o mLf)

QUGHTIHLD GTGHTLIG| GLGSSI% BISET S EISGT bL_61LYHeHEHBE G ()T U LSIITH BL_ SIS
2 anaTL_ &G W g). LOeiesIeR)l F1%eTEISH6T aflwTs $105@&Hs Coemaiwret QLT ar @) (hbs
QL3P BBSI CLIDIAISTSGL.

euGeEstl 5% % 60 (B &I B1F5TCeu g
6t 53 %) 60 (55 %I 6116w % LD

b5 5 G 6 mh-euesstlsLD

B5FCeurd-msiGeurs eterp L9fleysefer oy Litien_ulled @)ewentisBed LT auesilHLd BL_ Bl
BRI LA euenils misar $L8LH ) o mHuded (Lp(LpaUgiLD SeOLoBS @Il L T6) BIL 196D GumIGHLD
s@ILD. SLOLHOID TS euaT(hLD. STTessILd SLOPHBT®R afleuFmwiLd FTips LGS. Q)L LDMElWSFH6D
Oungiauns afleusFmuisaT $EI%6T & LDbSHE 6T (B0 Q)(HdGLD 3 I% LiaTallsafled Sevall Liuflev
QLI FETD GO, 9o TSH @S @)eTest(LpLd 9 EIF e aULflaHe0all (LpLpeD LW TS HenL_SaL
Qupaledenev. QserTed, yauiser TGl sLLHCwCw Yyeearsg LML BigemaruLd Liufein
R arperd. Oumpludwed,wmsgieud Gureip Ly Liysear TG wryluled @)(hBSTaVILD

@) avrest(LpLd @euFTul s @H% @ 2 WHLILg LiL|SeT 6TL L 1sSatluns @) hasFHnal. (Q)Brlenew Lomp
Geuewsr(® omullert L) eireueniis migar (LppeoLowrs SmuiGlomflulled oyemioeug A LiLITegy).

Y Cuogmer, Siefllismil, 194Cuevs” Cunep eowLiyseT FpLLITSL LIBISaHSS

UBEB ST, 0°CLebLs, Lafl L b, @)ered L m@grid, O)_ed& gmd GLimesipeumpmpesr
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L flwrsad $g SWIALILL CuThL seer Lo&%6r 9% ClFewaledeToed alPnI SLoS
UTPUTSTIFS®S LGS U(BRRTDeTT. @FD & O)Fawedl_CuFuiled gn@Gaer GLi LilsaLd
LIWIGRI QTGS T GO LD G GITaTE). HTMLD DS @HLD LIWLGTLI (HSSHILD euenasufled & L6 G)omySufed
®LOBS T APLILING Q)5S GLD. HIMLoEIS6N6) Q)TasI(LoLD LIy 555 OGNS oSS 6TeuTL bS5
U BRETDETI. ,eTT6D 3 euisar e gmuwi® O)Fewed CuFenw i LweTLBSD o (BF DT
9 UTEHAT LIWGTL (HSSHILD aUenSHUIed 60l 6w LOLILFGT W LDSHELILIL GauesT(hLD.

Q@) ewentsHed &LOLHSH@® 6]

SLOPBHTL 196D LIGV LIGTONSGT &BIG6TS| BIDIQUGLD FTIBS SaTsIFHafled Fevall O T Fiimer
QeuiBsear QauauiL’ B aupParnerd. $e0al OFTL_FLreT L ClFuIBFHear

% Cueabv s, af " L b,eur evyLi Curaipeuppled LweTL®SP SOOI auery 2 &l

O FUIR TP GTT. Fo (& 6T Bl MIGUGTS B T e @I TeSG8TTE 6T(Lp PGOTTD FL L F& Hlew L@ LD
wenpullenastuyid, Gad edlulle aulfl $L 1 &5 Henl_s@GLb (LpewD U STILD Y TTUIFF I TOTIS T
Aetup s eupHaipestd. @sestned L 1L d& QFuwiyLd Liewf] sTefleoLowns Q) BSH DS,

Gy ajer

@au0eumy prLigeyd $muiG)myuled el &P LG FPLILITGTS GTGRTLIGNS T TUIFF W TaTi%SeT
el migFestneyd $muiGmylulled @)eoenTgFed Quiks Licv HEEHGOSET &%mewiLiLi(h)E) 6D 6.
& NEEVH®NG F15GLD STgenilsarts LileTeuenilsLd, breflspsaer, $mui6wrfsseaal
Cuneamenau QenLoufLd TRTLIDS Q)1 TUISEL (6w T aieTsGHH DS,

contact

Lakshmi Vairamani <rambharathivel @ gmail.com> vels university India
Vairamani Natrajan <vairam61 @ gmail.com>
https://vairamani-lakshmi.blogspot.com
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&mevol] @ 6T Ln&GerfleT CUES QLML LD Sevofleols LAl euld
QUMM aueMT&EF mlemevwld (SetTeoflWM@GLON] WmeuL L Ll
LILP M1 (& 19U 60T LD &5 8560 61T (LD 60T 6m6U S Sl)
The spoken language of the Kani people and theirEducational Development
Level through Computer Learning” (Presenting the tribal people of
Kanyakumari district)

(WnemeTeu T (N.CRMTHeVL&LA
@emevorLl GUMTR Wy, Sl miie]s s enm,
Neguafury sdoandl, BGEFS - 17, SOHLHTE

(LD 6EOTEDI 6O T :-

1912 @ 6L HLALPS TS SImMUI6T &L HILILTL (H &G 6T &meoot] @& QU HLILIS6T 6ulb g 60T
e, CLMGHHOSTLIESR Lnemevuiley, G5 6@, FIH5 6D, 3 GH6v,2_aTerfl L & ULl
DI TBIGeM6T 3FH & 3jaTalleh FHhlauSMGLD LFTFLUSMHELD &mevot] Syrseserleor
umiseflly Quiflgih 2 sallwugl.ebs mall L n&s&efler Gl BF umger B
QSTINMSES H GO LITUIT BITEFLD emeoord &L (hleuSHM @& 5Metoll& &I TS e6rfleor

2 PLIL ARG&LD. HHEHLGCAIE ML L GHH 6 SlaUsHs HTeVEFH 0 13 @)L kigGer e
560115 56011 G (WDHHETTE HITe0 &S TTISH6T UF S S UbHSIETETETH. @\HS @)60T
ID&:S6T,Q) 65T & L& SHmevof] GaLILIMT &Mevofl,eumly alleme6Tds & meoof],eu L 6m L WImmI
&Imeoof], QUIIHLOITET &Tevofl, GLIWITT &Tevot], GLD6VE Q&6THM6eVE S5Tetot], AMHMMMIGS
&Imeoof], BT QeuLl 19 LI LIMemm& &MTetot], Q&ML LOMI& &iTeoot] Q& W LGB serflev 30
W6V 300 GGILDLIMIGET eUem] &60fl5 560l & (W& E&ETMS QLTSS 1112, &mevof1&
SOUSH T UF S SI6TemeTy. hemln CHTUIME LIMTHR&SLILL M L6V @)L LD
QUWIHE ML LeoTh. &mevotld &g ulLILN6T HemeveueTmd: Gl (H& &meoollub BH &S
BlemeuuI6L NG aUEDILD F& LS GTMEOT. 2 L6V LIeeTsorin Ln6oT LIeveNeorld &7 @ LD
DBHSSIUTTE LN6VTEHF LD, LD&HE&HM6T 62(HMHISH em6ors S, LM &meool1& & (W& 5 EH5 G
5560160 05flallga LUH e smlujb Lisooflesener ellerfl &meooflb QEWISMTIEET.
@e6urseT aumpailuwley InMmmID &evadl Blemev aueTF&FS IMmILD & evofleol] oinledledT Liulest
GMISSID @&H&ELH6T UTTW WHUGSGTmSI.

aImpailule -

STl &HEMTIIT 6TETLISET QUITIHET BleVS SIS GFQFTHSHETTIT 6T60T LIS TEGLD @) 6UTHe6rT
Gu& LD QMY &meooll&&TT QLMY ereoTLILIGHSBIMSI. @) 6ue6or D& &H6T &L 6m L LIT6oT

2 _(HeU(NLD S(H6EToTL (LPLQUILD, SIHSS BIMUOLD 2 6L CHTMMLD 6 &T600TL_6U[F&H6IT.
LIFMEFS G E Q&MaTEh&H6) @6l Sl LIP&ES alpsHemI&6T e GMILNLG5&HS
RETMMGLD. @EUFTH6T STLD QUMD @)L SHe0S "STeool 5G] " 6TETMI 26005 G 60TMEOTIT.
LDGOOT LD TS 2,600T&H 6 & &H S &6t WMEHE & UWIIHLILISG6T 2_600T(H). LD6ooTINMSHTCSHTH

@ a6l 3MIG ST HMHIG CeuetoT(HLD eLNEITMI 31,600T(H & R(H (LLEMM HBIGHET QUMLDLD
@LSMS IDMTHMIKRETM LIPGHSHEHMS 2 60 L LIGITHETTEH @) 6UTEH6T H & LS 60TMe6TI.
"GeUETITE0OTEMLN @ eUFSHLID WNHRWS QSTLHeVTEH HHSLILIGH MG " (& eorLn6vof] -
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2017)|neueTerfles BIPMHIE (NHH U 2_600Tal MG L. @ eUTSH6TILSFH 6L Q&MTEHMT 616l
HeflGglallD QUMb @ en&sHEHall 2 600T(h). @T6| (W L0l FIeUBIGH) HTemn6v 6L L06vof]
aleny @&&Hmellenwl g BUT CFIHE @enFSS &Teuvi] @ 6o In&aerfletr ETmgs CBUl
HIEH6OTMEOTT. LDJ6TSHMS QB HHEIGHTm 2 W ol @HE @endFwme m Lmei
TSR MSI 6T6OTLIGH @ eUTSH6Tl6 MFHSH (PIWITSES BLOLINGHMES LG LD. QLDESHEHEHG
6 2 HECHTLLMLIgaD M NmUIaI0n HH & BLLNGen s 2 6ot
@MHSaTE6T 6Tfl&H8CalT L6 &8 8CalT Q& UI5 eTmeoT.

&o6l6v LfllnmmmLd :

FHeoteof WM& IDMeUL_ LD Snel&&M(H) Demev, QeuaTermmnLil nemev, & Imallemev, ellsuay
Frifl, apeSlliLmenm GLIMeTM Dem6V&6rley auUmWS6eTm &5mevoll @)6or LILpMmIGLq udleor
ID&G6T 08 G6T @@ CLIEFS Qmblemul LI60TLIMMIE 65T M 60T, &FMedTMMss, &FMLILQUIT?
GTEOTLIG M (& B 6voT6u0t IWIT ? eTeoTm C& L GedTmeoTi. @& G UIGLIL UGH &eflev @wmbal, 60
RCMSL LT STTHH 6V 2_6T6m QUITET(NLY, CLIMMBISTE] ,&HerVHWT Fal LD CLITETM
DeeVLILGSH W60 6UTLDE6OTM &Teool] ©)60T D& &6 FITLIL_LQUIT? 6T6dT LIS MG, Ceud ssif]
GL_1qWIm? eTedTm) aleorey & 6dTmenT. @6uellSID , "ep(h LnemevLll LIGH UileL au&&&Lh @)
GQUWIBLIL 106&HEH&HR LG CLUFS QMY CaumG&armal” 2 (58req &meuof] - &6
U16))CUFSF aUpSEHR6L 156 LD 6l& S WIMTEFLOT6IT, 6260TMIS6 & METMI Q&L L] 60 L
QUMISMSSHM6T LIWeTLG &R &HE&TTRMTISH6T. @LUGSHmWE FTibHE @) Ceum
BLIS6T R ILEH 60 &hH&S16 Qamerer GHII(HID CLUITEI, 6([HeUIHenL L &([HSHMS
@eTQermeul Ll emeud s Filehemsl Qmblenulll LIwWeTLO& 5 8 68 6T 6ot m6oT [
QUGS TET, SIS HTVEH 6V @alTHEHemL , HHaI60 LFlnmmmLd LmHmid

2 MIWITL6VSH6T Bl&LDIHSHI6TETSI.

&eooflenf] auldl BMmev Mley -

S0P TR 6T 2 _cvor(h 2_emmailLLiLeTerflullev sevell HMEGLD & mevot] @)eor
LDIT6OOTEU 7 &5 61T, GLD6V BlemevLiLieTerfl au(pLd QLTINS &6vofleof] o mlenealll 6L mIG eTmeoTi.
&6 apuieleor auldl LN lwim eredTm OMevoTel 60U 216G QUMD S FLD 85856007 L
HIa&6TL QUM W HEHS!. aflevay Frifl nemevuiley @HHS! LHS! Lo mevoredl & 6T
LieTerfl&am LD QFeRmTIseT. LNflwm, 1nEhar, et inGsevallfl, A T
@ULUGH U aUMWLD IDGH&HEHEEG 2L,eVIDLITeNM WMMID CUFRLILIMTeNM S Ul

@ revor(h @LSH 6L LaTerflEam D 2 _6Tendl. @S @eUiseT el 1960 @ BHS 4. HECeuT
SULT srrsHev 2 6Temsl. 2 HCeu WILLT CUBHS eUFH @ evemev eTeorGel, HLHS
QEeTml, 2 RCVMISLLT &L LNM&, CUImBH6L LiW6eoofl8 & edTmeory. GLO6VIBlemev
QIGLIL| U6 2 66l @ HSLILIGTET &S Fonl_SH60 5 QA FlulFgseT Lieooflulmmmi& ermeoty.
&HITEM6V 8 LN60T] FHlaUMmIS), LDMemev 5 Lneoof] euemy, LieTer] HenL QUMIG MSI. 2 _6vor(hH)

2 emmellL L1 LeTer] eTedT LIS TEL l(HH UL HMHIS e (HIF6OTMEUTI. 24,60TMT6V 85600116011 M6
QUM Caueor(hLD TEOTMITEV, @ eUTSHET 25 RCVMSL LT HL S GeVEFSTLD 6T60TM 26T
Q&F6L6V GauetoT(HLD. HLALPS UTHF T @ 6eveUdF & evotleofIILWNMHEFDF D MHIGSHTET 2_6TeNSl.

@ 607 auLl, @ LDLDMETOTEUTSH6T 1817 &M MIGTETEOTIT. 860011601 UIN6L 2_6ITEIT 6T(LD S &l & & 60)61T
AMISMHES G eUTGH6T SHISG6T GLESH QLOMlem LIWedTLIH & %S 60T 6T
al&LILGSSILULTS Hrmeall Qs GO ULUSMSE FMHS @ e6uTsertler GLEs:
QUM HLANWLD LDEMELWITETLOLD SHEVHS R6TMMTEGLD.. Sevofleoflufler DML G&FuweSullev



153

@MEGLD W GuULL QY &mF QST HIL LINTS 'GIev 2 6Tl ” (office
diotationlummiM, " @WIHH T UTFHSH60" & W 2 6Terf(h Q&L (heiTemeor.

&T6v 2_aTerf(®) :-

QEMTMHOFWE spetTemmsS HMH G CHMTLUMUSHL LFF QFWausM& W alemndulev
SWMTT QFWIG Q& meTer Caletor(hld. S L& QFUIW Caleuoriqul Q&I el s
Qaerflaumer 2 F&FfILIL L6 aumMUQTEAWTES Q&FTEV6V QFMEVE SL L &S 6f(WSLILIBILD.

QUIHH T UTFSS6 -
QEmTMHaFWweduiley, " B Hilbley
SLLEFF QFUISmel FHSH LILNemPSH6T (NSHVITET 60856007 LIlemLp & 6rfl et il
S| 60D [H S 6ITETEOTEUIT 6T60TLIEN &8 60T MIeUSMEGLD QST JE6T QFLDEMLDWITS
3| HHIETETETAUIT 6TeT LIS S QSfHS QHMTaTaSHM G0 2 HaluNTs @ mESH armal” 3
(BLLD euerid. sevofleoflufer HLAILD LG - 23 ,24- 2023)
@ser WM euldl & mevof] @ eoTll LILPMIGIQ Ul 6T L& & 6rTl.60T & evofleof] mley FmHS
LbSI Q& TeTEBLD ,6UTTE 60 &6 LIl6oTel(HLOmmi:-
e Gevoflenfl BT CLOM?- &evofleoll HM&HHQS W GLOM?
&Heoofleof] - ST QUILLg
e &FLILIVEMS - 608 &L LIV s
Fen T - sevor LN 60156
QEMTMHAFWEI - UTEH G
N EH _ IDTFR (DT &6V)
CasDB - DS
Gl - nl 1
-aueierfl
- 58!

@& GUTETMI HMHIGHET CLIEFS QMSlenwll LweTUR &S &evofleof] 9imlelléy oL
Blemev aUeTI&ESF QLD MI6TETETTT . &CJ6aq. &5Mevoll eTedTLIoUT @) LILIGS) n&serflem L Gl
(Wememal LILLLD QUMM W& 6L LILLSTH aLeumy.@elf sevall mm LIM@& SLd &mevof]
@)60T DG G&H6T H6VeNl QUETHFH LIQLMIISMETES §).19.2000 @6 "aullSHTL LY " 6T60TM
SMGEHLLem6Tenll 2 (HeUmsHe 2 aTtemmy §).19.2016 aueny 2,60 HCredlwimelley @\wmib S
B 2 56l QUOHM @HS SIMEHL LT SMHEUMWS BISH 2 5l QLM @UIeVT @LedSlev
@eufler Heof1H5 WWMHFR UM HLD @) 6T L& &6rfler 2 5ellu]L 6T QFWLB SR eTmSI.
7T er 2 el @6t 168 LILLGTIf] LOMT600TEU T8 6M6IT 2_(TH6UTE &)U & TS 60)60T
GUMTMISMHG WG CLaILD,&EI6 &Mool S0l LDGHEM6T INHSSINT 3855 2 6TaTmy.
NP1 60oTIT6)] @) 6VEVIT HLD LNEEET aUMLD6| GLOLDLIL. | (HLDLIGol SLMHMISRMT.

QBTG LIL|6nT :-
=> HLOPG& IT& @ LDINESHET [HEV6TT FMTHI @ eUTSHerler &Hevel HevedT GOLDLIL. GLIHHSI

FH QF LG &T Galeor(hLD. -286L08 [HeV6T &(IHH) , 2_6voT(h 2_emnmeilL_L1 LieTerf] L0 (HILD
veungl "aUNETL LY " ML LeneT GDLIL 2 g6l Galevor(Ld
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=> QUILGH U6V ,&6v0fl6vf] D& l(HLILILNETET LOMeooTell & Eh & & @)6v6Ud 860011 60f]
QILPMBIGLD GeVCEFSTLD GLIMeTM 6TaflZleL 3jemi@h LUIMEFS enwwild gmHLbB &6V
Geuevor(H)LD.

=> GJ6v 2_aT6f (), @WHHT UTF HGH60 GLITETM FMSHE0TMHISGH6T @)LILIGSH ulleor L0& o6t
aleTI&S GUIDLIL 2 Ha|HmSl.

=> sevall M6 GMISES NP ILeoTT6| &Tevor] @ 6o & &l T &L eul af()
GxMmILD H6VaN S HL_L LD emeVILIGS alenT QEFWWenMLILIMSS Calstor(hLD.

=> 9L GIM&&H WILDTET @ UWMeNd GLO6V, 2_600T6) ,6Te1H 6L 3jenI@ LD &evell QUITIHETTSTT
aleTd GLGWD QSTWLEFTT 3njley L& U6l @)&8T6oll @) 60T LD&HEH6T QLM T8
L Q6T S6oTeTTI6eUS G & MeuoT(h Bl MIe6TMHISEFLD 2 &6l Galesor(LD.

=> GU(HMBIGITEV &ITEO0T] @)60TS SH6eMeV(LNENM LDEG6T QUATINME S GLOM & 600TL. G L MIGH 6T
QEFWeWemML LRQESIHC @&HHL(hemT el QUMLILIL L (P96 &6TMEGLD.

S160)600T [Bl60TMN HIT6V &6 :
1. QUMM EHCWT(H @6eMWIHS STeool1&H&TTIS6T (I9FLWUT - 2017)
2. SO euerTLD - "gevofleofluledr SLAILD " &\ (H61q 6voTeLNT&H D) LiLp6eoflulLILIedT, LiemLLIL

LS IIUSLD, LT SLPBTH), 2560 0)- 2023
3. &6 Y Ule) - (emeTalf &Greq &mevof], el & mifl tnemev. -LNFlwim (Lomevorel)

Reference Books:

1. lyarkkaiyodu lyayntha Kaanikarargal (December-2017)

2. Tamizh Valam - “Kaniniyin Tamizh”, Krishnamoorthy Pazhaniyappan, Creation
Publication, Cuddalore, Tamilnadu (August-2023)

3. Kala Aivu- Dr. Suresh Kaani, Villusari Malai - Priya (student)
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